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INTRODUCTION 

Nuclear magnetic resonance (NMR) imaging is a powerful, relatively new technique 
that can be used for noninvasive chemical and physical characterization of local 
regions in the interior of intact samples. One of the more promising aspects of the 
technique is its ability to characterize chemical and physical processes noninvasively 
over time. Because of this ability and the optical opacity of asphalt systems, the 
potential of NMR imaging in the study of asphalts is being investigated [l]. The work 
reported here is an exploratory application of NMR imaging to study asphaltene 
precipitation in oxidatively aged asphalts. Although NMR imaging has been used 
mostly in medical applications, nonmedical applications are increasing and have 
recently been reviewed [21. 

Historically, asphalts have been modeled as dispersions of associated molecules, 
referred to as asphaltenes, in an oily solvent phase referred to as maltenes. The 
asphaltenes are more aromatic and contain more heteroatoms than do the maltenes; 
therefore, their intermolecular interactions are generally more extensive. 
Consequently, asphaltenes are largely responsible for the internal structure of 
asphalts and tend to dominate many of the physical properties of asphalts [3]. The 
effectiveness by which asphaltenes are dispersed by the maltenes determines the 
compatibility of an asphalt. Compatible asphalts have smaller amounts of asphaltenes 
than incompatible asphalts. Thus, a measurement of the amount of asphaltenes in an 
asphalt is a measure of its compatibility. 

The standard method to determine asphalt compatibility is the Heithaus test [4]. In 
this procedure, samples of asphalt are dissolved in an aromatic solvent, such as 
toluene, and titrated with an aliphatic solvent, such as n-heptane. The compatibility 
properties of an asphalt are then determined by measuring the onset of flocculation 
brought about by the addition of the titrating solvent to solutions of the dissolved 
asphalt a t  different concentrations. The Heithaus procedure is somewhat operator 
dependent. Recently, an automated Heithaus method has been developed to test neat 
asphalts, cross blended materials, and oxidatively aged asphalts that eliminates the 
operator dependency [5]. 

The compatibility of an asphalt is important for practical reasons because the degree 
of asphalt compatibility affects inter alia rutting propensities and oxidative age 
hardening. The effects of asphalt composition on these and other roadway failure 
mechanisms are currently being investigated at  Western Research Institute under 
contract with the Federal Highway Administration. As part of that study, nuclear 
magnetic resonance (NMR) imaging methods are being explored to study asphaltene 
dispersion and aggregate behavior, and compatibility in oxidatively aged asphalts. 
Some results of this study are the subject of this paper. 

EXPERIMENTAL 

The asphalts studied are part of the Strategic Highway Research Program (SHRP) 
Core asphalts 161. Their chemical properties have been characterized [71 and some are 
listed in Table 1. The asphalts were aged using a combination of thin film oven (TFO) 
and pressure aging vessel (PAV) aging 181. NMRI measurements were made on 
asphalts AAB-1, AAD-1, AAK-1, AAM-1, and ABM-1 that were PAV aged for 12 hrs @ 
100°C. Additional NMRI measurements were made on asphalts AAE and AAS-1 that 
were both PAV aged for 144 and 400 hrs a t  60°C. In one set of experiments, asphalt 
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AAD-1 was aged using a combination of TFO aging only, and TFO aging followed by 
PAV aging. This produced a set of 4 samples consisting of unaged, TFO aged, and TFO 
followed by PAV aging for 4 and 12 hrs at 100°C. 

Samples were prepared for NMRI imaging experiments in the following way: Aged 
and unaged asphalt samples were dissolved in toluene. To this mixture, isooctane was 
added to cause flocculation and asphaltene precipitation. The amount of isooctane 
needed to cause maximum flocculation was calculated from previous work on the 
development of an automated Heithaus method [5]. Two samples were prepared for 
each asphalt. In one case, the samples were stirred after the addition of the isooctane, 
and in the other case, the isooctane was added slowly to the asphalt-toluene solution 
to minimize mixing at the solvent interface. Images were acquired after the addition 
of the isooctane and for different times afterwards to observe settling of the 
asphaltenes. 

N M R  imaging experiments were carried out at a nominal proton resonance frequency 
of 200 MHz using a Chemagnetics/Otsuka Electronics microimaging probe. Samples 
for NMR imaging experiments were placed in 23 mm (OD) glass vials, which were then 
placed in 25 mm (OD) glass tubes. The tubes were inserted into the MRI probe and 
were positioned in the probe using O-rings such that the cross sections to be imaged 
were contained in the experimental field of view (FOV). 

NMR images of asphaltene precipitation were made using the spin echo method. 
Images were acquired using a pulse delay of 1 s, a h e  induction decay size of 256 data 
points, 128 phase encodes, and a gradient strength of 34 G/cm. The echo time was 
varied from 40 to 80 ms. Eight slices, 1 mm thick and separated by 1 mm were 
obtained. The time required to obtain a set of images was about 35 minutes using 
these parameters. 

RESULTS AND DISCUSSION 

The effects of aging (oxidation) and stirring on asphaltene precipitation, as viewed 
with NMR imaging, are illustrated in Figure 1. In these images, and in the images in 
subsequent figures, only the 4th slice of an image set of 8 slices is shown. The 4th slice 
corresponds closely to the longitudinal cross section across the center of the sample 
vial. The times listed in Figure 1 are settling times and refer to the time elapsed 
between addition of isooctane and the time when the image was recorded. Also, in 
Figure 1 and in all other figures, the different contrasts represent regions of different 
molecular mobility. Thus, the lightest areas of contrast in Figure 1 are due to the 
hydrogens in molecules that have a fair degree of molecular mobility such as the 
dissolved asphalt, toluene and isooctane. The darker regions in the images are due to 
hydrogens in molecules having a greater degree of molecular association (hence less 
molecular mobility) such as the asphaltenes. 

When isooctane was added to the unaged AAD-1 asphalt and the mixture stirred, the 
asphaltenes settled to the bottom of the vial in a normal fashion (Figure la). When 
isooctane was added to the sample of AAD-1 asphalt that was aged for 12 hrs a t  100°C 
and the mixture stirred, the asphaltenes settled to the bottom of the vial also in a 
normal fashion (Figure lb). However, when isooctane was added to the top of the aged 
AAD-1 asphalt/toluene solution without stirring, an additional layer of material 
formed at  the isooctane-toluendasphalt interface that appeared to have experienced 
different solvent interactions than did the asphaltenes. This is illustrated by the dark 
band in Figure IC that formed at  about the level of the original isooctane- 
toluendasphalt interface and which appeared to be quite stable upon setting for some 
periods of time. As these are cross sectional images, the dark band is actually a layer 
at  the interface. 
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The time evolution of the interface layer is shown in Figure 2a-d by the images taken 
at  different settling times after addition of the isooctane. The first image (Figure 2a) 
shows the asphalt dissolved in toluene before addition of the isooctane. Figure 2b was 
taken after isooctane was added, unstirred to the sample vial, and before the 
asphaltenes could settle to the bottom. In this image a thin layer of additional 
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material, which also contains spherical globules, can already be seen forming at  the 
solvent interface. After one day of undisturbed settling, (Figure 2c) the layer is 
becoming more prominent and additional globules can be seen forming near the 
interface layer. The precipitation of asphaltenes is also noted by the darker diffise 
band developing below the interface (Figure 2b). f i r  one week (168 hrs) of settling, 
the interface layer is still apparent and the asphaltenes can be seen settling to the 
bottom of the vial (Figure 2d). On other samples, the layer has been imaged for 
settling times of up to 648 hrs. A set of radial images, 1 mm thick and separated by 
Imm, through the interface layer of Figure 2d is shown in Figure 3a-d. This set of 
images shows the inhomogeneity of the asphalt solution. The distribution of spherical 
globules in and near the interface is shown in Figure 3b and c. 

The formation of the dark layer appears to be related to the degree of aging. In Figure 
4a-d, the asphaltene layer is seen at  the bottom of the vial in all images for a settling 
time of 1 week and no dark layer is visible in the unaged and mildly (TFO) aged 
samples (Figure 4a and b). However, the dark layer is present at  the interface for the 
PAV aged samples (Figure 4c and d) and is most pronounced for the asphalt sample 
that was aged the longest. 

The formation of the interface layer appears to depend also on the concentration of 
asphaltenes in the unaged asphalt. In addition to asphalt AAD-1, the layering was 
observed in asphalts AAB-1, AAK-1 and AAE. All of these asphalts have asphaltene 
concentrations of about 20% or greater (Table 1). The layering was not observed in 
asphalts AAM-1 and ABM-1, which have low asphaltene concentrations, nor was it 
observed in asphalt AAS-1, which has a high asphaltene concentration. The reasons 
for the anomalous behavior of asphalt AAS-1 are not known at present. Asphalts AAS- 
1 and AAE were both PAV aged a t  a lower temperature (60°C), but for longer periods 
of time (144 and 400 hrs). Both have high concentrations of asphaltenes, but only AAE 
demonstrated the effect. The effects of time and temperature on asphaltene 
precipitation are currently under study. 

The chemical nature of the material near the isooctane-toluendasphalt interface is not 
known. This layer could be due to asphaltenes that are becoming more rigid with time 
at the isooctane-toluene/asphalt interface. A more rigid system would have shorter 
relaxation times and would appear darker in the NMR images. The layer could also 
be due to oxidation of the maltenes, which are then attracted to the highly polar 
surface of the asphaltenes and form a distinct layer at the interface. Compositional 
factors such as the amounts of strong and weak acids, bases and neutrals probably also 
contribute to the extent of oxidation and the associated interactions. Other 
possibilities exist. Nevertheless, the layer of material at the interface appears to have 
properties that are different from the asphaltenes and the maltenes. For example, the 
dark layer appears to be a more rigid material than the asphaltene layer. If the 
sample is stirred with a spatula the dark layer breaks into pieces. An example is 
shown in Figure 5. The top two images show the breakup of the interface layer 
longitudinally across the solvent-asphaltene boundary. The bottom two images show 
the breakup of the interface layer radially across the solvent-asphaltene boundary. In 
both types of images, the rigid nature of the interface layer is apparent. This material 
will need to be characterized in the future to determine how it might affect asphalt 
compatibility. 

SUMMARY 

Applications of magnetic resonance imaging to study various aspects of asphalts are 
in their infancy. Consequently, a number of imaging methods and instrumental 
parameters need to be investigated to determine the feasibility of MRI to study 
asphalts. In this study, exploratory MRI measurements were made on the effects of 
aging on the flocculation and precipitation of asphaltenes from asphalt. NMR images 
were obtained on asphalts which were dissolved in toluene and titrated with isooctane 
to the point of maximum flocculation. When the titrant waa added slowly to minimize 
mixing at  the isooctane-asphaltltoluene interface, the images showed that a layer of 
material formed a t  the solvent interface which was different from the asphaltenes or 
the maltenes. The formation of this layer appeared to be dependent on asphaltene 
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concentration and degree of aging, i.e., the greater the asphaltene content and the 
degree of aging, the more prominent the layer. These observations suggest that NMR 
imaging might be used to assess the compatibility of aged asphalts and work is in 
Progress along these lines. 
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Table 1. Summary of Chemical Properties of Selected Asphalts 

Property Am-I AAD-1 AAE AAK-I AAM-I ABM-1 us-1 

Asphalt Grade AC-10 

Crude Source WY 
sour  

Asphaltenes 19.3 

Polar Aromatics 38.3 

Napthene 
Aromatics 33.4 

Saturates 8.6 

Carbon 
Aromaticities 0.32 

Hydrogen 
Aromaticities 0.071 

WC 1.55 

Molecular Weight 
(in toluene) 840 

AR-4000 60/70 AC-30 AC-20 AR-4000 

Calif. Lloyd- Boscan West Tex. Calif. 
minster Intermed. Valley 

air blown 

23.9 24.8 22.9 9.4 8.3 

41.3 30.5 41.8 50.3 52.4 

25.1 31.6 30.0 41.9 29.6 

8.6 12.7 5.1 1.9 9.0 

0.24 0.33 0.32 0.25 ' -- 

0.068 0.087 0.068 0.065 -- 
1.59 1.45 1.46 1.55 1.43 

700 860 1300 _ _  

AC-20 

Arab 
Heavy 

21.3 

34.1 

39.7 

5.9 

-- 

_- 

1.43 

960 

\ 

Figure 1. NMR images illustrating effects of aging and stirring on asphaltene 
precipitation. Times listed are settling times and refer to the time elapsed between 
addition of isooctane and the time when the image was recorded. 
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F’igure 2. NMR images illustrating time evolution of interface layer in aged asphalt. 
Times listed are settling times. 

Figure 3. Radial NMR images at different depths illustrating spherical globules in the 
solvent interface layer. 
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Figure 4. NMR images illustrating the effect of aging on asphaltene settling. 

Figure 5. NMR images illustrating breakup of interface layer with stirring. a), b) 
Longitudinal cross-section images at different positions, c), d) Radial cross-section 
images at different positions. 
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MEASUREMENTS OF VAPOR PRESSURES OF COAL TARS USING THE 

NON-ISOTHERMAL KNUDSEN EFFUSION METHOD 

Vahur Oja and Eric M. Suuberg 
Division of Engineering 

Brown University, Providence, RI, 02912 
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INTRODUCTION 
Vapor pressures of high molecular weight thermal decomposition products of coals (Le., tars) are 
sometimes an important parameter in modeling the combustion behavior of the coals. The extent to 
which the tars can vaporize, before retrogmde reactions reincorporate them into a char, plays a key 
role in determining the flux of combustibles to the flame front. This IS reflected in various 
pyrolysis models [1-8]. There has been a lively debate in the coal pyrolysis literature concerning 
what values to assume for the vapor pressures of coal tars, since there have never been actual 
measurements of this property. What relevant data have been available have come from highly 
hydrogenated coal liquids [9] or from pure model compounds, and uncertainties of an order of 
magnitude have not been uncommon. The significance is that models of the coal pyrolysis tar yield 
are quite sensitive to this input parameter. Comparisons of the behavior of various proposed 
correlations are offered elsewhere [5,10]. 

In this study, the vapor pressures of primary coal tars have been examined using the Knudsen 
Effusion method, modified for application to mixtures containing components with a wide range.of 
volatilities. The Knudsen effusion technique was selected because of the thermally labile nature of 
the primary tars (those that have not undergone secondary cracking). This requires that the vapor 
pressures bedetemined at temperatures well below those of pyrolysis, Le., below 250 “C. This, 
in turn, means that the vapor pressures will be very low, because the tars have molecular weights 
of several hundred dalton. 

EXPERIMENTAL 

The Knudren Effusion Technique for Vapor Pressure Measurement 
The vapor pressures of actual coal tars and model “tars”, consisting of mixtures of PAH, are 
measured, using a molecular effusion/TGA technique. The various so-called “effusion” methods 
are based on the molecular effusion of a vapor from a surface, or through an orifice [ll]. Of these 
methods, that which has been selected for use here, is the Knudsen method [12,13], in which a 
substance of interest effuses through a small pinhole of known area, in an otherwise sealed 
container or cell. The Knudsen method is used for the measurement of low vapor pressures in the 
range from 1 to lo4 torr? under molecular flow conditions. This ideally requires that pressures 
inside and outside the sample cell are low enough that the frequency of collisions of vapor 
molecules with gas phase species are low in comparison with the frequency of collisions with the 
cell. The measurement of vapor pressure involves determining the rate of loss of molecules of the 
evaporating substance from the effusion cell under these conditions. Measurements are typically 
made under isothermal conditions, with weight loss from the cell being recorded as a function of 
time, generally in a TGA-type apparatus. We have, however, modified the technique for non- 
isothermal operation, as described further below. 

The basic theory of the effusion method has been often reviewed in the literature [12-141. The 
theory of method is actually based upon the basic kinetic theory of gases. From these classical 
results, Knudsen derived an expression for the slow isothermal flow out of a cell with a small 
hole in it. The vapor pressure of a material in the cell can be calculated from Knudsen’s original 
effusion rate result : 

r’ 
f , 

where P1 is the pressure of saturated vapor inside the cell, P2 is the pressure outside of the 
effusion cell, w1 is the resistance of hole in the cell, w2 is the resistance of cell containing the 
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sample, G is the mass lost by effusion, t is the effusion time, P is the density of the vapor at the 
temperature of experiment. The relation simplifies upon applying s e v e d  simplifying assumptions, 
including the ideal gas law, that the pinhole leak is the main flow resistzince, and assuming 
PI P, , yielding: 

112 

P- - 
The above result is called the ideal Knudsen equation, in which P is the desired vapor pressure. m 
the mass loss during the effusion time interval , A0 is orifice area, M’the substance molecular 
weight, t the effusion time, and T the absolute temperature of the experiment. I t  is further assumed 
when applying this equation to the effusion process that the equilibflum vapor pressure of the 
effusing species obtains within the cell, that the orifice walls do  not intercept and return into the 
cell an appreciable fraction of molecular current entering the hole, that there is no back flux into the 
orifice exit and the number of intermolecular collisions in the vapor phase occurring within the 
orifice is negligible. 

In our implementation, the mass loss rate was continuously recorded, using a Cahn 2000 recording 
electrobalance. The cell containing the pinhole leak was suspended on one arm of the balance, 
which has nominal sensitivity in the p g  level, The backpressure in the TGA system was maintained 
at lo-’ tom, which has been noted to be sufficient so as to provide accuracy in the torr range 
of vapor pressures. The cell itself was maintained inside of a black capsule within the TGA, and 
was in close proximity to a thermocouple within the capsule. This was necessary in order to 
achieve the 0.1”K accuracy in temperature measurement required in vapor pressure work at  low 
temperatures. The temperature measurement issue will be further discussed below. 

The Non-Isothermal Knudsen Emion Technique 
One modification of the Knudsen effusion technique was required in order to apply it to materials 
ascomplicated as coal tars. Very complex mixtures, which contain materials exhibiting a wide 
variety of vapor pressures, cannot be conveniently studied by the traditional Knudsen effusion 
methods involving increasing temperature in isothermal steps. Typically, mixtures of components 
exhibiting a wide range of volatility are examined by a non-isothermal distillation procedure, for 
example ASTM D86, D216, D447, D8M and D 1078. The difficulties in applying these methods 
have led to various alternative methods, including the well-known “simulated distillation” as 
performed by gas chromatograph, and thermogravimetric methods [IS]. These ordinary distillation 
techniques are not, however, acceptable in our case. Here, as noted above, the temperatures that 
would be typically involved in an ambient pressure , or mild vacuum, distillation would still be 
unacceptably high. We are forced to work at thc high vacuums of the Knudsen effusion method in 
order to keep temperatures below those for decomposition of the tars. In contrast to the ASTM- 
type procedures, however, the pressure outside of the cell is of no consequence, provided that i t  is 
below the vapor pressure of the sample by at least an order of magnitude. and as long as the 
situation in the pinhole leak approximates collisionless flow. 

The non-isothermal Knudsen effusion method was developed in response to the above need. The 
method allows a very wide range of temperatures to be scanned quickly, and with modest amounts 
of mass loss. The latter is important in the case of a mixture, in which the properties of the sample 
will change with mass loss. Reliable measurements using the Knudsen effusion method require 
particular attention to the problem of the measuring and controlling the temperature. of the Knudsen 
cell. Most discrepancies between the results of the different workers using the Knudsen or related 
techniquesare the result of insufficient attention to temperature measurement. As the sample must 
receive heat purely by radiation ( since the cell is operated in a high vacuum) a long time is required 
to reach thermal equilibrium in an isothermal experiment. In our case, the main thermal lag is  
associated with heating of the five gram capsule which surrounds the sample cell. However, the 
sample cell has a view factor of the capsule which approaches one. Together with the fact that the 
effusion cell has a much smaller mass. 0.15 grams, it thus tracks the capsule temperature well. 
Thus a long equilibration time, associated with changing the capsule temperature in isothermal 
experiments, is avoided if an experiment is carried out non-isothermally. 

RESULTS AND DISCUSSION 
The performance of the non-isothermal technique was checked using anthracene and naphthacene, 
since the vapor pressures of these compounds have earlier successfully measured by us, using the 
standard isothermal Knudsen effusion method. Figure 1 shows the non-isothermal measurement 
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results for anthracene at heating and cooling rates of 5 "Ch in .  It is apparent that there is  a 
significant deviation of the results from the isothermal technique data. The fact that the heating 
data under-predict, and the cooling data over-predict, the real vapor pressures might be anticipated. 
This performance suggests that the cell temperature is lagging the surrounding capsule temperature, 
and that the heat transfer limitation has shifted to the capsule-cell transport process. For this 
reason, i t  is logical to expect that by decreasing the rate at which the capsule is driven in 
temperature, this limitation can be minimized. This is borne out by the results obtained at 0.8 
"Ch in  heating rate, shown in Figure 2. There is in this case good agreement between the results 
obtained from the non-isothermal and isothermal techniques. 

Figure 3 shows the results of the isothermal technique applied to naphthacene, in "cooling" mode. 
As seen in Figure 3, there is again good agreement between the results of isothermal and non- 
isothermal methods. Thus the reliability of the non-isothermal method appears to be established. 

The results of the first application of the non-isothermal method to coal tars is shown in Figure 4. 
The results were applied to a fresh coal tar in this case. The tar was produced by the pyrolysis of a 
Bruceton "standard" Pittsburgh No. 8 high volatile bituminous coal, in a fluidized bed at 
approximately 550°C. The Bruceton d has the following elemental composition: C-80.4%, H- 
5.396.0-6.78, N-1.68, S-1.08, ash 4.6%. all on a dry basis. The tar was collected in THF. and 
carefully dried prior to measurement. 

In the vapor pressure experiments, the temperature of the tar sample was continually raised from 
an initial value of 60'C to'a final temperature of 220 "C, at a rate of 0.5 'C/min. Because the tar 
changes in composition during evaporative loss of its components, the ability to quickly scan the 
whole temperature space of interest is of great importance. The results of Figure 4 show that the 
tars evaporate in a "distillation-like" fashion. More volatile species are lost earlier in the process, 
leaving behind a progressively less volatile residue. The experiments of Figure 4 involved tracking 
the vapor pressure during both heatup and cooldown cycles. It can be seen that the trace of each 
heatup cycle (at a progressively higher total level of mass loss) tracks well the immediately 
preceding cooldown curve. This is not surprising, because during cooldown, the rates of mass 
loss fall quite low, and until the temperature is again raised to considerably higher values, little 
further mass loss occurs. Thus there should be little change in vapor pressure attributable to mass 
loss during the cooldown and early part of the next heatup cycle. 

It can be noted that the vapor pressure remains in the range from about 7 x 10-5 to 7 x 10-3 torr as 
the temperature of the sample is raised from 60°C to 225"C, as a result of loss of progressively Less 
volatile components. Using an earlier derived correlation for the vapor pressures of coal tars [16]: 

P [torr] = 4.45 x 106 exp (-255 @.586/r) 
if the mid-range of the pressure and temperatures of Figure 4 are taken to be In P = -7.5 (or P = 
5.5 x IO4 torr) and 1iT = 0.00255 (or T = 392 K), then the value of M would be calculated to be 
about 430 daltons, which is in g d  agreement with the measured molecular weight of the middle 
fractions of the tar, from both present measurements and earlier results [16]. 

More recently. there has developed a concern about condensation-type reactions ifluencing the 
results of the vapor pressure measurements, even at these modest temperatures. Indirect evidence 
of a problem comes from the decreasing solubility of the tar after the vapor pressure experiments 
have been carried out. If a non-volatile component were to form during the vapor pressure 
measurement, then the volume fraction of volatile species would be decreased, and assuming that 
ideal solution behavior is maintained, the vapor pressure would decrease in proportion to the 
fraction of non-volatile material. At any given temperature, the shift of vapor pressure with cycling 
involves many orders of magnitude of pressure. We feel. at this point, that selective distillation of 
lighter fractions may be the more important effect, because there is an overall upward shift in 
molecular weight during the experiment, but no evidence of formation of large amounts of 
condensation products. 

The data of Figure 4 allow one to judge that there is little change in the latent heat of vaporization 
during the experiment. This implies that a relatively narrow range of molecular weight is involved. 
The tar boiling point curve for an arbitrarily selected pressure of lo4 torr is shown in Figure 5. 
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CONCLUSIONS 
The non-isothermal Knudsen effusion method has been shown to be a useful and reliable method 
for measuring the vapor pressures of pure components and complex mixtures. It is considerably 
faster and more convenient than the conventional isothermal Knudsen effusion method. 
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Figure 1. A comparison of vapor pressure results obtained using the non-isothermal and isothermal 
effusion methods on anthracene. The isothermal data are shown as the dashed line. Heating and 
cooling rates are 5 "C/min. 
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Figure 2. A comparison of the results on anthracene, obtained at 0.8Wmin heating and cooling 
rates. 
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Figure 3. The non-isothermal effusion method applied to measuring the vapor pressure of 
naphthacene. Cooling rate O.&'C/min. 
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Figure 4. The non-isothermal Knudsen effusion method applied to Bruceton coal tar. 

460 

360 

340 

320 

300 
0 20 40  60 80 100 

Fractlon of tar volatllized 

Figure 5. Boiling point distribution of Bruceton coal tar, 0.1 mtorr pressure. 
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INTRODUCTION 

Petroleum residua are materials obtained by nondestructive distillation of petroleum, usually 
below 350°C (660°F) since thermal decomposition can be substantial above this temperature ( I ) .  
Distillation can be at atmospheric pressure (atmospheric residuum) or reduced pressure (vacuum 
residuum). Residua are usually tacky (atmospheric) or hard (vacuum) at room temperature. 
These materials typically have low atomic hydrogen-to-carbon ratios, which require hydrogen 
addition or carbon rejection (coking) schemes to convert them to liquid fuels. They can be 
difficult to process because of relatively high concentrations of elements other than carbon and 
hydrogen, and high viscosities (I) .  

Simple physical property measurements were once considered adequate to predict feedstock 
behavior in petroleum refining (l,2). The use of various types of residua available worldwide 
with different properties has added complexity to these considerations (3). Residua composition 
and properties must be understood to optimize refining strategies (4). Measurements such as 
elemental analysis, metals content, asphaltene content, and carbon residue provide some 
indication of residua behavior, but are not single predictors for upgrading processes (5 ) .  More 
insight is needed about the components of residua that cause specific problems in processing (6). 
The possibility exists that data from various analyses can be combined in a manner to provide 
insight into behavior during refining (7). 

Molecular weight and molecular size are the most misunderstood parameters of petroleum 
constituents. There are many reports of high molecular weights (l00,000-300,000 Daltons) for 
asphaltenes (8). True molecular weights for asphaltenes very rarely exceed 3,000. Apparent 
higher values are due to molecular association effects due to the presence of polar constituents 
causing inter- and intramolecular interactions. 

EXPERIMENTAL 

The samples were vacuum residua and commercial grade asphalt materials from various sources. 
Asphaltenes were determined by adding n-heptane at a 40: 1 volume ratio (9). Microcarbon 
residue (MCR) values were determined according to ASTM D-4530. This requires less than 1 g 
of sample and correlates with the Conradson carbon residue (CCR) test, which consumes 5-10 g 
sample (10). Number average molecular weights were determined by ASTM D-2503 using a 
Knaur vapor pressure osmometer (VPO) in toluene at 140'F (60'C). Although pyridine would be 
considered more desirable for breaking up molecular associations between more polar materials, 
toluene was used in this study since complete solubility could not be achieved in pyridine for 
residua asphaltenes. 

RESULTS AND DISCUSSION 

Ideally, a predictive model can be applied to various feedstocks from different sources and of 
different types such as waxy, resinous, etc. to predict MCR or CCR values, which are predictors 
of coke yield. Carbon residue values are related to phase separation and delayed coking 
tendencies in a refinery (I.7,l I). Asphaltene content can be used to provide a rough correlation 
with carbon residue values (12). For the twelve residua considered in the current study, the 
correlation between percent asphaltenes and MCR yields a correlation coefficient (r) value of only 
0.584. Additional refinement is needed to be a useful predictor of residue formation tendencies. 
This refinement involves including association effects. Residua with relatively low heteroatom 
contents yield MCR values significantly lower thanresidua with relatively higher heteroatom 
contents (13). 

A correlation relating asphaltene content, molecular weight and heteroatom content with CCR and 
MCR of whole residua has been developed (14). Subsequent results suggest that the inclusion of 
heteroatoms is not necessary, since heteroatom associative affects are already taken into account 
by measuring the apparent molecular weights of the asphaltenes. In the previous study, the 
intercept was 8.19 wt.% MCR, which is due to contributions from other aromatic and polar 
materials in the residua. 

The fractional contributions of the various constituents of residua to MCR have been shown to be 
additive (13). Thus, by considering the contribution of all the fractions, a more universal 
correlation can be obtained. A new correlation with MCR values and apparent molecular weights 
in toluene is shown in Figure 1. This consists of twelve residua, six asphaltenes and twelve 
chromatographic fractions (six aromatics and six polars) considered as whole materials, and the 
six asphaltenes and the twelve chromatographic fractions considered as fractional contributions 
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( 1  3,I5) Saturate fractions containing no significant aromatic structures and providing no 
contribution to MCR are not included. The correlation coefficient is 0.943 for 44 points, with a 
slope of 0.0198 and an intercept of -0.42. This is within experimental error of 0 wt.% MCR. 
These results suggest a generic universality for residua constituents between molecular weights 
and residue forming tendencies. 
In Figure 1,  two asphaltenes fall near the line, while four do not. The four that do not exhibit 
unreahically high molecular weights relative to their MCR values. These latter four were not 
included in the linear equation. The high molecular weights are most likely due to severe 
associations of these very polar materials in toluene. The two asphaltenes which fell near the line 
have heteroatom content (N+O+S) of less than 6 wt.%, while the four that are far to the right of 
the line have heteroatom contents greater than 6 wt.%. The high heteroatom content contributes to 
polarity and association effects. 

t 
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Figure 1. Microcarbon Residue vs. Molecular Weight for Residua Asp  halten e s ,  
Chromatographic Fractions, and Fractional Contributions in Toluene. 
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In an unrelated study (16,17) Athabasca bitumen pentane asphaltenes were separated into four ion 
exchange chromatography fractions. These materials were fully soluble in pyridine. The MCR 
values for these materials are plotted against their weights in pyridine. For reference, the toluene 
correlation line developed in Figure 1 is shown in Figure 2, and also the MCR value of the whole 
asphaltenes plotted against the molecular weight in benzene, which is essentially the same value 
one would expect in toluene. 
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Figure 2. Microcarbon Residue vs. Molecular Weight for Athabasca Asphaltenes 
and Asphaltene IEC Fractions in F'yndine 
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The MCR values decrease in the order amphoteric, base, whole asphaltenes, acid, and polar 
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neutral fractions (16). The point for the original asphaltene molecular weight in benzene falls far 
to the right of the line, with a MCR value of 54.0 and a molecular weight value of 3,890 Daltons. 
The pyridine molecular weight for the whole asphaltene is 2,018 Daltons (17). The equation for 
the pyridine line was calculated by including the origin point (0.0) to obtain a slope of 0.0262 and 
an intercept of -0.46, with a correlation coefficient of 0.990. The slope of the toluene line 
(0.0198) is smaller than the slope of the pyridine line, which is due to less association in pyridine. 

The correlation lines can be used as a tool to gauge association. For example, to bring the 
asphaltene with the highest apparent molecular weight of 5,850 Daltons to the toluene line in  
Figure 1 without changing its MCR value would require a molecular weight of about 2,950 
Daltons. Thus, it appears that the association tendency for this material is 5,850 22,950 = 2.0 
units average in an associative complex in toluene solution. Using the pyridine line in Figure 2, 
the  same MCR value yields a molecular weight value of 2,250, or 2.6 average units in an 
associative complex in toluene. The associative forming tendencies do not appear to have a direct 
affect on MCR values. This is suggested by the flattening of the correlation above a molecular 
weight of 3,000 Daltons in  toluene (Figure I) ,  which appears to be due mainly to associative 
effects. The associations are broken up by the severe heating conditions involved in carbon 
residue formation. 

A correlation which is more useful for the highly associated species is between carbon residue and 
WC atomic ratios (Figure 3). Figure 3 includes points for all the materials in Figures I and 2. 
The correlation coefficient is 0.975, for 33 points with a slope and intercept of -105 and 173, 
respectively. Two points lying far off the line, correspond to a very waxy residuum and its 
wax-containing asphaltenes and these were not included in the calculation. The point of 
intersection at MCR = 0 wt.% occurs at a WC ratio of 1.65. This implies that for residua 
constituents that there will be no carbon residue contribution for most species with H/C atomic 
ratiosgreaterthanabout 1.65. 

A Whole Residua 
A ASphalIeneS 
0 Ammalk. Polar Fraclions 
0 hsphanene IEC Fractions 

/ 
'2.0 ' 1'6 1 6 ' 1 4  ' 1 2  

H C  Atomic Ratio 
1 

Figure 3. Microcarbon Residue vs. WC Atomic Ratio for Residua, Asphaltenes, and 
Chromatographic Fractions 
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NOVEL CHARACTERIZATION OF PETROLEUM RESIDS BY LIQUID 
CHROMATOGRAPHY COUPLED WITH MASS SPECTROMETRY 
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The characterization of petroleum resids and asphaltenes has remained a tremendous 
challenge to mass spectrometry. These fractions contain thousands of heavy molecules that are 
difficult to separate into individual components or less complex subfractions by distillation or 
solvent elution due to high intermolecular van der Waals force and dipole -dipole interactions. 
The molecules usually lack volatility to provide a stable stream of vapor for mass spectrometric 
analysis. The number of isomers for a given molecular formula can be tremendous, that makes 
the differentiation of isomers, particularly steoroisomers, impractical and meaningless. High 
resolution accurate mass measurement is also very difficult because of the large number of 
possible elemental combinations that would require very high resolving power and mass 
measurement stability of the mass spectrometer. Mass spectrometric analysis of these fractions 
are therefore generally for the determination of molecular weight distribution. However, if high 
mass resolving power by mass spectrometry or molecular class separation by chromatography is 
achievable, then compound type and carbon number distributions would be usehl information for 
the studies of upgrading these fractions. Due to multitude of molecules present, it would be 
desirable to ionize these molecule intact without fragmentation to facilitate mass spectral 
analysis. 

Among low energy ionization techniques, field ionization (FI) and field desorption (FD) 
are commonly used (see Figure 1). In both FI and FD techniques, the molecules are ionized by a 
fine emitter with a high voltage (ca. 10-13 kilovolts) between the emitter and a counter-electrode 
at a short distance that creates a high electric field. The only difference between these two 
techniques is sample introduction. In FI, the sample is volatilized under mass spectrometric 
vacuum to produce vapor in the vicinity of the emitter for ionization. However, the temperature 
required for volatilizing resids and asphaltenes can be too high to cause thermal decomposition 
of the molecules. To avoid thermal decomposition, FD is used in which the sample is deposited 
onto a fine emitter which is inserted into mass spectrometer via a vacuum lock. When a high 
electric field is applied on the emitter, molecules are ionized by quantum tunneling to produce 
low internal energy molecular ions. To provide fluidity of the sample some emitter current is 
also applied during ionization. Once ions are formed, they are repelled off the emitter by 
Coulombic repulsion. In FD, therefore, the sample is ionized without volatilization. 

The FD technique, however, suffers from two major drawbacks: weak signal and cluster 
formation. Since only limited surface area is available on the emitter for field ionization and field 
desorption, the emitter is usually activated in indene, acetonitrile or acetone vapor to grow 
microneedles (whiskers) to increase high-field sites or area. Nonetheless, the number of 
molecules accessible to the high-field sites are still limited. In addition, ionization efficiency by 
quantum tunneling is very low, compared to other ionization techniques, such as electron-impact 
ionization and chemical ionization. As a result, low ion yield and weak signal are obtained. Due 
to transient nature of the signal, medium and high resolution mass measurement is difficult to 
perform. With a somewhat larger sample load, several layers of molecules are present between 
the surfaces of the emitter and the sample matrix. Ions formed on the surface of the emitter will 
have to penetrate through these layers before they are expelled out of the source region. Some 
of them are neutralized, charge transferred, or undergone ion-molecule reactions. Figure 2 
shows a 875-1026'F distillate from a Californian crude oil with an average molecular weight near 
500. The presence ofdimers with molecular weights between 700 and 1300 is also apparent. 

We have resolved the difficulties encountered in FD by using thennospray (TSP) 
ionization, a technique used in liquid chromatographyhass spectrometry (LCMS). In TSP, 
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sample is dissolved in a mobile phase that is sprayed out of a heated nebulizer. A heavy duty 
fihment or a discharge electrode is placed near the nebulizer as an ionization means. Excess 
amounts of solvent (mobile phase) molecules are preferentially ionized by electron bombardment 
of a heavy duty filament or discharge ionization of a discharge electrode. These solvent ions 
then ionize sample molecules via protonation, hydride extraction, or charge exchange. Since the 
sample molecules are not directly heated and ionized by high energy electron beams, intact 
protonated, hydride-abstracted, or molecular ions are formed in TSP. 

The sample molecules are well-separated by an excess amount of solvent so that ion- 
molecule reaction between sample ions and molecules can be avoided. Thus, cluster formation 
encountered in FD is eliminated. The same distillate as in the FD experiment mentioned above 
was dissolved in a mobile phase of 75% methylene chloride and 25% hexane. A discharge 
electrode is used as an external source for TSP ionization, yielding a TSP spectrum as shown in 
Figure 3. The most noticeable feature of the TSP spectrum is the absence of dimer cluster in the 
700-1300 mass range. The distribution of the ions in TSP is quite similar to that in FD except 
the absence of peaks corresponding to saturated hydrocarbons. Not being able to ionize 
saturated hydrocarbons is a major disadvantage of TSP because all of the suitable solvents for 
TSP experiments have similar or higher proton affinity than saturated hydrocarbons. Hence, 
saturated hydrocarbons have to be separated !?om aromatic hydrocarbons and analyzed 
separately. However, there are many other advantages of using TSP for petroleum resids and 
asphaltenes to compensate for such limitation. 

One advantage of TSP is its stable ion current. Figure 4 compares the TSP and FD 
spectra of a 1120-1305°F DISTACT distillate of a Middle East crude oil. Both show similar 
molecular distribution in the mass range of 300-1400 with an average molecular weight of about 
800. A much stronger ion current was obtained in TSP, compared to a weak current in FD. 
With high intensity and stability of ion current, slower scans for mediumhigh resolution mass 
measurement can be performed in TSP. Another advantage of TSP is its ability of on-line 
coupling with liquid chromatography (1). Liquid chromatography (LC) separates aromatic 
hydrocarbons by increasing polarity into monoaromatic, diaromatic, triaromatic, tetraaromatic, 
and polar elution regions. It greatly facilitates the differentiation of overlapping aromatic and 
naphthenoaromatic hydrocarbons (2). Figure 5 shows monoaromatic, diaromatic, triaromatic, 
and tetraaromatic elution regions of the above DISTACT distillate separated by LC. It can be 
seen that the average molecular weight gradually decreases with increasing aromaticity. The 
average molecular weights are about 850 for monoaromatics, 820 for diaromatics, 790 for 
triaromatics, and 730 for tetraaromatics, respectively. That is, in a given distillation range LC 
elution regions containing compounds with higher aromaticity have lower average molecular 
weights. 

With increasing resolving power, it is also possible to obtain accurate mass measurement 
for elemental composition of the compounds (3). Figure 6 shows the compound type 
distributions obtained from medium resolution (ca. 5000 resolving power) measurement of the 
monoaromatic, diaromatic, triaromatic, and tetraaromatic elution regions shown in Figure 5 .  
The distributions are shown as relative abundance as a hnction of the z-number of equivalent 
hydrocarbon series. For this specific sample, indenes or dinaphthenobenzenes were found to be 
the most abundant series in monoaromatics, benzothiophenes in diaromatics, dibenzothiophenes 
in triaromatics, and pyrene in tetraaromatics. The use of a mass spectrometer with higher 
resolving power, such as Fourier-transform ion cyclotron resonance mass spectrometry (FT- 
ICR), would be required for further confirmation of these compound series at high masses (4). 

We have demonstrated that petroleum resids and asphaltenes can be characterized in fair 
details by using thermospray ionization technique. This technique can also be used in on-line 
liquid chromatography-mass spectrometry to further define the type of molecules present in these 
heavy high boiling petroleum fractions. To overcome intermolecular interaction between resid 
and asphaltene molecules for aggregate formation, dispersing the molecules in a solvent medium 
appears to be a reasonable approach for obtaining molecular information of these fractions. It 
would be worthwhile to study the behavior of these molecules in other type of LCiMS, such as 
atmospheric pressure chemical ionization (APCI) and electrospray, for the characterization of 
petroleum resids and asphaltenes. 
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Figure 1 Simplified schematic diagram of a field ionizatiodfield desorption ion source. 
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Figure 2 Field desorption mass spectrum of a 875-1026°F distillate from a Cakfomian 
crude oil, showing the presence of dimers formed during ionization. 

Figure 3 Thermospray ionization mass spectrum of a 875-1026°F distillate from a 
Californian crude oil, no dimers formed. 
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Figure 4 Similar molecular weight distributions are obtained by field desorption and 
thermospray of a 1120-1305°F DISTACT fraction of a Middle East crude oil 
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Figure 5 . Molecular distributions of a 1 120-1305°F DISTACT fraction of a Middle East 
crude oil in the monoaromatic, diaromatic, triaromatic and tetraaromatic elution 
regions of normal phase liquid chromatography. 
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Figure 6 Compound type distributions of a 1120-1305°F DISTACT fraction of a Middle 
East crude oil in the monoaromatic, diaromatic, triaromatic and tetraaromatic 
elution regions of normal phase liquid chromatography. 
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LNTERFACIAL PROPERTIES OF ACID, BASIC AND NEUTRAL FRACTIONS DERIVED 
-FROM ORINOCO BELT CRUDE OIL, 

Cesar Ovalles'. Maria del Carmen Garcia, Eduardo Lujano, Williams Aular. Reinaldo Bermudez, 
Edgar Cotte. INTEVEP, S. A., P. 0. Box 77343, Caracas 1080A. Venezuela. 
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INTRODUCTION 

The interfacial properties of acid fractions play an important role in the stabilization of 
cruddwater emulsions mainly because of their behavior as natural surfactants [1-13]. Also, acid 
compounds are used as biomarkers in geochemical correlations [14]. On the other hand, acid 
fraction are known to be coke precursor compounds [14], contributed to deactivation of 
heterogeneous catalysts used in refining operations and to stabilize waterlcrude oil emulsions 
making difficult crude dehydration during oil production processes [ 10-141. 

In 1956, Reisherg and Doscher [ I ]  demonstrated that interfacially active components present 
in Ventura crude oil are of acidic nature, whereas, in 1964, Newman [2] reported that the later 
fraction is constituted mainly of phenolic compounds for a Eichlingen-Niedersachsen crude. From 
these studies and for a Rio Bravo crude oil, Bartle and Niederhausen [3] concluded that the 
interfacially active materials are concentrated principally in the resins and asphaltene fractions. 

Schramm and coworkers 141 studied the influence of the concentration of indigenous 
surfactants on the recovery of Athabasca bitumen using steam at high pH values. The interfacially 
active components were separated from the crude oil using the tendency of the former substances 
to concentrate at the interface of a foam. Using this method, the authors proposed [4] n general 
chemical structure which consists of naphtenic rings with carboxylic acid sustitucnts. The 
surfactants ( R - 0 )  were generated by addition of sodium hydroxide (eq. I )  in order to enhance 
bitumen separation from the oil sand [4]. 

R-OH + NaOH R-0- + Na' + H,O (1) 

Unfortunately. the extraction of the natural surfactant at high pH value (>IO) can generate 
species, via hydrolysis (eq. 2). which were not originally present in the crude oil. These new 
species may present substantially different interfacial activity than that found for the indigenous 
compounds [7-81. 

(2) 
OH- 

RCOOR - RCOO' + ROH 

Speight and coworkers [5] extracted phenolic and carboxylic acid compounds from Athabasca 
bitumen using solvents of different polarities and ion-exchange resins. The authors concluded that 
oxygenated compounds present in the asphaltene fraction have phenolic sustituents, whereas 
resins concentrate the carboxylic acid moieties [6]. No details were given on the interfacial 
activity of the isolated fractions. 

Seifert and Howells [7-8] extracted anionic compounds with NaOWEtOH from a pwafinic 
crude oil (Midway-Sunset) and characterized the interfacially active compounds at pH values 
greater than IO. By comparison of interfacial tension vs pH of the original crude and its acid 
fractions (strong and weak), the authors concluded that their extraction method was efficient for 
the isolation of the surface active compounds. However, the authors reported the gei%ion. via 
hydrolysis (eq. 2), between 40 and 50% of tensoactive matrials which was not originally present 
in the crude oil [7-8]. 

Acevedo et al. [9] studied the interfacial activity of SARA fractions separated from Orinoco 
Belt crude oils and concluded that natural surfactants were present mainly in the resin fractions. 
From interfacial tension vs pH determinations for the crude oil and its extracts and the lower 
molecular weights found for methylated asphaltenes, the author suggested that carboxylic acid 
species were responsible for the observed interfacial activity. However, no further 
charactrrizition werc reported [9]. 

Sjoblom and coworkers [ IO-  121 extracted surface active compounds from North Sc;i crude oil 
using a consecutive adsorption technique. The interfacial properties of [he extracted fractions 
were evaluated using a decandwater ( I :  1 )  model system. It was found that the interfacial tension 
decreased and the stability of the emulsion wlo formed was higher as the polarity of the fraction 
increased. Sjoblom er al. [I31 found a molecular weight for the indigenous surfactants between 
900 and 1500 g/mole and, based on spectroscopic methods, proposed an average structure which 
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contains a long alkylic chain bonded with phenol, nitrogen or carboxylic acid sustituents. 
However, the effects of the presence of strong (carboxylic) and weak (phenols) acids on the 
surface activity of the indigehous surfactants were not studied in detail. 

From the previous literature, it  can be concluded that the relationships between chemical 
structure and surface activity of acid fractions, which in turn at higher pH values behave as 
natural surfactants, are still widely unknown. Furthermore, the effects of the nature of the 
hydrocarbon chain, R. on the interfacial properties of these fractions have not been addressed in 
detail. This R group controls not only the acid strength (pKa) of an anionic surfactant but also its 
hydrophilic-lipophilic balance. 

In this work, acid, basic and neutral fractions from Orinoco Belt Crude Oil (Cerro Negro) 
were isolated by ion-exchange chromatography and characterized by spectroscopic methods 
(FTIR, H- and I3C-NMR). titration with KOH and molecular weight measurements using vapor 
pressure osmometry (VPO). The ion-exchange chromatography method was chosen because it is 
based on separation by functional group, induces little changes on the nature of the crude oils and 
reasonable mass balances can be easily obtained [14-15]. For measuring the interfacial activity, 
the method reported by Acevedo and coworkers [9] was used. 

EXPERIMENTAL 

All reagents were analytical grade and were used without further purification. The Cerro 
Negro crude oil used in this study came from the Morichal oil field (southeastern part of 
Venezuela) and has the following characteristics (wt %): 'API = 8.1". % C = 80.32, % H = 9.88, 
% S = 3.7, % Asphaltenes, = 11 S O ,  [VI = 367 ppm, [Nil = 95.5 ppm, acidity = 3.7 mg KOWg, 
Conradson Carbon = 17,22 %. 

FTIR spectra were carried out using CH2Cl2 as solvent and KBr cells. CDC13 was used as 
solvent and TMS as reference for H- and I3C-NMR analysis. VPO molecular weight 
determinations were carried out in CHC13 as solvent. 

For the isolation of the total acid fraction (TAF), a column of quaternary alkylamonium 
chloride supported on a crosslinked styrene-divinylbencene resin (Bio Rad AG-I, 200-400 mesh) 
was used as reported previously by Green and coworkers [14-161. For the separation of the 
strong acid fraction (SAF) the method used was developed originally by McCarthy and Duthie 
[IT]. 

The interfacial tension measurements were carried out using a toluene/water lnodel system 
was used [9] (Robal Electronics Balance) and the values were reported at equilibrium at room 
temperature. The samples were dissolved in toluene and the concentrations were calculated with 
respect to the oleic phase. The pH of the aquous phase was adjusted with KOH [9, 181. 

RESULTS AND DISCUSSION 

Total and strong acid fractions (TAF and SAF) were isolated from the crude oil by ion- 
exchange chromatography using a styrene-divinylbencene resin [ 14- 161 and KOWSi02 [ 171 
columns. respectively. In general, mass balances were between 90 and 95% with average 
percentages of extraction of 18% and 4% for TAF and SAT with respect to the original crude oil. 
The characterization by FTIR showed the presence of a band at 17 IO cm-' which was assigned to 
the carbonyl groups of the acid moiety [15-161. Also, other bands were observed which 
corresponded very well with the to reported values for: v(@-OH) = 3590 cm-1, v(N-H),,, = 
3460 cm-l, v(C-H),,,, = 3000 cm-I, v(C-H),li,,~, = 2800 cm-I, V(C=C),~~,,,= 1600 cm-1 [ 15-17]. 
From the analysis of the absorbance ratio of v(C=O)/v(C=C) and v(@-OH)/v(NH) bands and their 
total acid Numbers (Table I )  it can be concluded that SAF present higher concentration of 
carboxylic acid groups than TAF, whereas the later has more phenolic containing compounds 
than the former. 

H-NMR characterization showed, besides the normal signals between 7.2 and 8.5 ppm for 
aromatic protons and between 0.1 and 3.8 ppm for aliphatic protons, a broad band in the range 9- 
IO ppm which was attributed to the carboxylic acid proton as reported in the literature [19]. 13C- 
NMR analysis showed a small signal at 168 ppm which is consistent with the presence of 
carboxylic acid in TAF and SAF. 

The interfacial activity vs pH was evaluated using a toluenelwater model system and the 
results are shown in Fig. 1. As can be seen, this system presents very small interfacial activity in 
the pH range studied. On the other hand at pH greater than 13. a very small value for the 
interfacial tension (<I  dyneslcm) was obtained for the original Cerro Negro crude oil (CNC) as it 
is reported previously in the literature [7-91. Furthermore, a reconstituted sample of the Cerro 
Negro Crude oil (prepared by mixing TAF and BNF in the 18/82 ratio) showed similar interfacial 
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activity than that found for the original CNC (Fig. I ) .  These results indicate that the separation 
method induced little changes on the interfacial properties on the crude oil as stated in the 
Introduction. 

The effect of the pH on the interfacial activity of Cerro Negro crude oil and its fractions Can be 
seen in Fig. 2A. It was found that the TAF present lower interfacial tension (2.1 dynes/cm) than 
those found for the original crude oil (5.3 dynes/cm) and BNT (4.6 dyneskm) at IO00 mg/l and 
pH = 12. Similar results were obtained (Fig. 2B) by changing the concentration of the sample in 
the 100-15000 mg/l range at pH = 12. In general, the interfacial activity decreased in the order 
TAF > CNC BNT. 

In the same way, SAF showed lower interfacial tension (0.8 dynes/cm) than those determined 
for CNC (5.3 dynedcm) and BNF (4.6 dyneskm) at 1000 mg/l and pH = 12 (Fig. 3A). Also, a 
similar order of interfacial activity was found, SAF > CNC > BNT (Fig. 3B). From these.results 
can be concluded that interfacially active compounds at high pH values are concentrated mainly in 
the acid fractions (TAF and SAF) of the crude as expected from the analysis of the literature [ I -  
121. 

Chemical characterization (FTIR, total acid number, H-NMR and molecular weight by VPO) 
and interfacial properties (interfacial tension at pH= 12, interfacial saturation, ISC, and excess, I-, 
concentrations and area occupied at interphase) of Cerro Negro crude oil and its acid, basic and 
neutral fractions can be seen in Table 1. It is important to point out that in case of traditional 
surfactants, the ISC is better known as critical micelar concentration or CMC. Because the 
fractions studied in this work are very complex mixtures of a large variety of compounds and 
formation of micelles in these systems is not confirmed [ZO], it is preferred to use the term ISC 
instead of CMC. Therefore, ISC is defined as the concentration in which the interfacial tension 
remains constant at a given pH value. 

As can be seen in Table 1,  the interfacialy active fractions TAF showed higher concentration 
of acids and phenols, measured by absorbance ratio of v(C=O)/v(C=C) and v($-OH)/v(NH), m 
comparison with the cru'de oil and its basic and neutral fractions. It is reported that the intensity 
of these bands increases as the activity of the natural surfactants increases for stabilization of 
watedcrude emulsion [10-12]. Also, it can be observed in Table 1 and Fig, 2 that interfacial - 
activity increases (lower interfacial tension and ISC) as the ocidity of the sample increases for 
TAF. CNC and BNT. 

In the same way, H-NMR analysis showed that the percentage of aromatic protons in TAF is 
higher (7.5%) that those found for the CNC (5.9%) and BNT (5.1%) whereas the molecular 
weight of TAF is higher (929 g/mol) than CNC (638 glmol). Therefore, it can be concluded that 
the hydrophobic portion of the natural surfactants has higher aromatic character and molecular 
weight whereas the hydrophilic region showed higher acidity and concentration of polar 
sustituents in  comparison with the original Cerro Negro crude oil. 

As seen in Table 1, the strong acid fraction showed an interfacial tension value (measured 
above its ISC) similar to the original crude and TAF (0.7, 0.6 and 1.2 dyneskm, respectively). 
However, the ISC found for SAF is aproximatively one fourth of CNC but two fold of TAF 
(1050, 4000, 650 mg/l, respectively). On the other hand, the molecular weight of SAF is higher 
(774 g/mol) than that found for CNC (638 g/mol) but smaller with respect to TAF (929 ghol ) .  

Also, the area occupied at the interfase for SAT is greater ( I  56 A) than those found for CNC 
and TAF ( I  13 and 132 A, respectively). These results indicate that SAF has lower interfacial 
activity per molecule than TAF due to higher value of ISC, greater area occupied at interfase 
but lower molecular weight of the former in comparison with the later extract. Therefore, the 
results can be explained in terms of a better hydrophilic-lipophilic balance of the TAF, (higher 
molecular weight, lower concentration of polar groups and higher total acid number) in 
comparison with the SAF. All the results presented in this work constitute an important 
contribution toward the understanding the chemical structure-surface activity relationships of the 
natural surfactants present in Venezuelan crude oil: 
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Fig. I .  Interfacial tension vs pH for original and reconstituted Cerro Negro crude oil. 
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Fig. 2. Effects of (A) pH (at 1000 mg/l) and (B) concentration (at pH = 12) on the interfacial 

tension for Cerro Negro crude oil (CNC, W) and its total acid (TAF, 0). basic and neutral (BNT, 
A) fractions using a toluene/water model system (+). 
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Fig. 3. Effects of (A) pH (at 1000 mg/l) and (B) concentration (at pH = 12) on the interfacial 
tension for Ccrro Negro crude oil (CNC, W) and its strong acid (SAF, O), basic and neutral 

(BNF, A) fractions using a toluene/water model system (+). 

Table I .  Chemical and interfacial characterization of Cerro Negro crude oil and its acid, basic 
and neutral fractionsa. 

Fraction 
Chemical CNCb TAFc BNTd SAFC B N F ~  

Characterization (100%) (18%) (82%) (4%) (96%) 
v(C=o)/v(C=C)~ 0.57 0.97 0.37 3.38 0.06 

v(+-oH)/v(NH)~ 0.18 0.64 0.50 0.52 0.77 

Total acid No.' 3.7 4.1 0.95 71.8 0.2 

%Harod ~ 5.9 7.5 5.1 7.5 6.9 

%H& 93.9 92.5 95.0 92.9 93. I 

Mol. Weight.' 638 929 477 774 518 

Interfacial 
Pronerties 

Interf. Tcnsion.m 

ISCn 4::O p :i: I! i!f 1 
%e fractions were separated by ion-exchanged chromatography according with the lilernture 114-171. 
Vumbcrs in bracket indicate percentage wlw with respect 10 Cerro Negro CNde oil. bCerro Negro Crude oil. 
Total ncid fraction. dBasic an neutral fraction obtained from TAF separation. eSlmng basic fraction. rBasic 
in neulral fraction obtaicncd from SAF scparation. GAbsorbuncc rdlio txtwccn v(C=O) at 17lXl-1710 cm.l 
ind v(C=C) ut 1600 cm'l. hAhsorbance rutio between phenolic v(0-H) at 3590 cm" and aroindtic v(N-H) ai 
1460 cm'l. iTolal acid number in mg of KOWgr of sample. JPercentage of aromatic protons determined by 
4-NMR. kPcrcentage of aliphatic protons determined by H-NMR. IMolecular weight determined by VPO. 
Zrror fS%. mInterfacial tension (in dynedcm f l )  above its concentration of saturation for a toluendwater 
model system at room temperature and H 12 Interfacial tension without additive = 32.5 dynedcm. 91 did 
not show a typical Gibbs isotherm. k t z r f i e  saturation concentration in.mgn. PArea occupied at the 
interface in A2. qInterfacia1 concentration in excess x 1010 moles/cm2. 

Interf. AreaP 

Interf.Conc.ex.(l-)q 1.47 1.26 0.89 I .06 
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Abstract 

Acidic constituents of heavy California crudes cause corrosion in the processing equipment. 
Many of the smaller acids have been identified, and this paper will focus on the heavier acidic 
compounds from a San Joaquin Valley crude. The acidic fraction is isolated by base extraction, 
methylated and analyzed by desorption high resolution mass spectrometry, NMR, and FTIR. The 
majority of the compound groups have been identified. The effect of mild hydrotreating on the 
distribution of acidic components will be discussed. 

Introduction 

A well known and significant problem in crude oil processing is corrosion due to acidic 
constituents. It is the goal of this study to first determine the acidic compounds responsible for the 
corrosion, then develop an online system to treat the crude before it enters the high temperature 
processes. In this work, we examine the composition of acid fractions in oils before and after mild 
hydrotreating, a process known to reduce the corrosivity in oils with very little change in 
composition in other than the acidic fractions. An online system to monitor the process will be the 
subject of future work. 

Samples of pre- and post-treated San Joaquin Valley (SJV) crudes were extracted with base. 
Prior to methylation, the samples were analyzed by Fourier Transform - Infrared Spectroscopy 
(FTR) and by CI3 Nuclear Magnetic Resonance (NMR). Then, after methylation, they were 
analyzed by High Resolution Mass Spectrometry (HRMS); the results of which will be the focus of 
this paper. 

Description of Samples Used 

The oil was sourced from California’s San Joaquin Valley, and was desalted in  the 
commercial refinery operation. The hydrotreating consisted of heating the crude to temperatures 
between 550 and 650 F at hydrogen pressures between 100 and 500 psig over a commercial 
hydrotreating catalyst in a continuous-flow pilot plant system. Samples were taken throughout the 
run at various severities. 

A common measure of acidity in oils was used to compare samples before and after 
treatment. This method, known as Neutralization Number or Total Acid Number, involves addition 
of potassium hydroxide (KOH) to the samples until a neutral pH is achieved, and recording the 
amount of base required to achieve neutrality as milligrams of base per gram of oil. The 
Neutralization Numbers for the untreated and treated oils discussed in this paper were 5. I8 and 0.87, 
respectively. 

Extraction 

The extraction procedure used is a version of the one developed by Seifert and Howells [I]. 
It requires a 45 g sample to be dissolved in 67 g of isopentane. The mixture is then extracted ten 
times with a base solution of 70% ethanol and 1 %  NaOH, followed by two time with a 70% ethanol 

, solution. The solution is centrifuged after each extraction to separate the layers. Centrifuging often 
results in three layers, an organic and an aqueous separated by solids, which contain asphaltenes. 
These solid layers are set off to the side until the extraction of the oil is complete. The solids are 
then dissolved in xylene and extracted with base. The two base extracts are then combined prior to 
cleanup and acidification at 0°C. Once acidified, the solution is extracted with ethyl ether. The 
ether is washed with distilled water to neutrality and dried with MgSO,. Approximately 100 mg of 
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extract is methylated with BF, in MeOH. Percent yields were 4.90% and 2.55% for the crude and 
the treated oils respectively. 

Results 

The samples were aiialyzed on a 3-sector MS-SO high resolution mass spectrometer [2]. The 
instruiiient was run in the electron impact mode. The analysis was performed using low electron 
voltage (17 eV) a1 40,000 resolution. The samples were heated from 200 to 400" C on a probe 
inserted directly in the source. Mass measurements were a result of averaging the data from all the 
scans taken throughout the temperature range. 

The spectra generated by the HRMS were analyzed by a program written in house. It 
calculates possible formulas for the masses detected by the instrument and categorizes them 
according to heteroatom substitution (Le. NO,, 0,. S"...) and hydrogen deficiency. The notation of 
substitution, such as N,O,, only indicates that a compound contains two nitrogen and three oxygen. 
It is written as such to aid in the ease of presenting the data. 

The first change that is evident is the shift in  average mass. As can be seen in figure I ,  the 
peak mass in the crude distribution is approximately 580 mass units. In the hydrotreated distribution, 
the peak mass is around 250 mass units. 

Iv HRMS of SJV Crude Extract 
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Figure I .  Mass distribution of SJV Crude and most treated product 
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Looking at figure 2, it is evident that there is a shift in the distribution of the compounds lo 
smaller molecules. There also appears to be a shift from the 0, functional groups dominating i n  the 
crude sample to predominantly single oxygen functional groups in the treated sample without a loss 
Of apparent compound concentration. The groupings of 0,, and 0,. Os, and 0, (not shown in  graph) 
exhibited an overall reduction in concentration and compound size. 

Crude 

1.4 .  . . .  r; 

Figure 3. Distribution of sulfur containing species 

In figure 3, there is not a significant loss of compounds from the crude to the treated sample. 
There is, however, an almost complete reduction in S,species in the treated sample, thus increasing 
the concentration of compounds containing one sulfur. There is also a shift towards smaller 
molecules. In the crude, the compounds are distributed between 0 and 18 DBE, where as, in the 
treated sample, they are clustered almost entirely below IO DBE. 

Figure 4 shows a significant decrease in the concentration of SO, (which designates 
compounds with a sulfur and three oxygens that are not necessarily together in one functional group) 
and SO, in the treated sample coupled with an increase of SO containing compounds. There also 
appears to be a loss of compounds in this group. Though the concentration of the compounds 
between DBE zero and DBE 10 is not reduced, the compounds above DBE IO are almost completely 
gone. 
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Figure 4. Distribution of SO, containing species 

For the nitrogen functional groups, in figure 5 ,  there is a sharp reduction in the N through N, 
moieties coupled with an increase in N, groupings in the treated sample. While the distribution 
across the size of the molecules appears to be intact, there appears to be an overall reduction of 
compound concentration. 
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Figure 5 .  Distribution of nitrogen containing compounds 

. . . . . . . . . . . .  R 

o I r i -  A UBUO,,-- 
0 6 10 16 2 0  I 

Double Bond Equlvelent 

Figure 6. Distribution of NO, containing compounds 

Nitrogen-oxygen compounds appear to have had their concentration redistributed (figure 6). 
In the crude, it appears that the most prevalent class of compounds are those with I3 DBE (mole 
percent of 3.5). with lesser amounts spread between 3 and 21 DBE. In the treated sample, the 
distribution shifts to smaller DBE,(i.e. smaller molecule sizes). Looking at the other three NO, 
moieties, appear to shift to smaller compounds coupled with a slight reduction in overall 
concentration. 
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Figure 7. Distribution of N,O, containing compounds 

402 



1 
4 

I. 

The most obvious change in figure 7 is the N,O, grouping. There is a significant increase in 
the amount of compounds in the treated sample. This change is coupled with a significant a 
concurrent decrease in N,O. The N,O, moieties are only slightly decreased in the treated sample. 
The redistribution ofthe entire series is only minor. It is the center of the concentration that is shifted 
from 13 DBE to 3 DBE. 

Not surprisingly, the overall trend appears to be towards smaller compounds. However, while 
the S ,  Ox, and SO, groupings show a tendency towards fewer heteroatoms in the compounds, the 
N, and the N20, groupings appear to become more complex and keep their larger molecules. 

Conclusions and Future Work 

The techniques employed in this study allow us to identify the relative concentrations of 
various important acidic groups in crude oils and processed products. A broad molecular-weight 
range of species containing various levels of oxygen, sulfur, and nitrogen are observed. The species 
identified include aromatic, aliphatic, and phenolic acids. Hydrotreating of acidic crudes to reduce 
their acid content has different impacts on the different species present. Changes in the number of 
species with high heteroatom content, and changes in molecular Size of certain groups of species have 
been observed; Our current work applies these techniques to a focused group of samples designed 
to help understand which components most strongly relate to corrosive behavior in oils, how to 
facilitate measuring the corrosive species, and how to convert these species to non-corrosive forms. 
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Using conventional VPO measurements in toluene and thermal lens spectroscopy (a laser 
technique) to measure the adsorption of asphaltenes on a glass surface from toluene solutions, the 
dynamics of Hamaca asphaltene solutions have been studied. The results described below an? 
consistent with two dynamic events occuring at very different rates. In the first one the adsorbed 
asphaltenes were measured directly by the above laser method. When the signal corresponding to 
this adsorbed sample was plotted against time (solution concentration: 4000 mgll) a maximum, 
near 125 min was observed. A much lower and steady value for the signal was observed after 300 
min. A similar experiment was performed with resins and a low and constant signal was observed 
in this case. The second event was the slow increase of average molecular weight where the 
number average molecular weight M, increased, during a period of two days, from 4230 to 17420 
in toluene. 

Experimental. 
Two Hamaca asphaltene samples were examined. Sample A, were asphaltenes precipitated from 
extraheavy (8" AFT) Hamaca crude oil by adding 40 volumes of n-heptane to a 1: 1 mixture of crude 
and toluene as described earlier. This sample contains about 80% asphaltenes and 20% of resins. 
Sample A, was a resin-free asphaltene obtained by washing the above A, sample with boiling 
n-heptane in a soxhlet apparatus during a period of three days. 

M, determinations. 
These were measured in toluene at 50°C in a concentration range from 1 to 5 gl" as described 
earlier'. Results are shown on Table 1 for Hamaca and for similar samples of asphaltenes obtained 
from another extraheavy crude oil (Cerro Negro) wich are included for companson. As shown in 
this table, the M, for the A, samples could be averaged whereas the values for A, increase steadily 
with time. Due to limitations of the VPO technique it was impsible to measure M, values higher 
than those shown on Table 1. 

Table 1. M, values vs time for asphaltene samples. 

Thermal Lens Spectroscopy. 
For thermal lens measurements we have used a home made thermal lens spectrometer with a 
collinear dual-beam configuration (see Figure I). 

A r  laser 

. ,______........._--.................. 
+; Lt . .  Filter He-Ne lawr . ,  

~__________________-......_._________ 
Figure I .  Experimental set-up for thermal lens spectroscopy. 
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A Coherent Innova 300 argon ion laser (250 mW, 488 nm3 was used as a pump or excitation beam 
whose amplitud was modulated by a chopper and was focused onto the sample with a lens L, (200 
mm focal lenght). In the present case, the sample cell was the glass slide described below. A 5 mW 
He-Ne laser (632.8 nm) was used as probe beam and focused with lens L, (200 mm focal lenght). 
The probe beam focus is placed 6 cm before the sample cell. A 50% beam splitter (BS) was used in 
order to direct collineary the exitation and probe beam through" the sample cell. The signal was 
obtained by sampling the intensity at the center of the probe beam with a precision pinhole and a 
silicon photodiode. The detector-pinhole system was mounted on a XYZ translator in order to 
localize the laser beam center. 

Adsorption Measurements. 
Toluene solutions of the above A, Hamaca samples were prepared as required using an ultrasound 
apparatus to dissolve the asphaltenes as fast as possible. For diluted solutions (< 1 g l ' )  this 
required less than a minute whereas for the more concentrated the solutions were sonicated for 15 
minutes to ensure completed dissolution. Glass slides (4 cm x 1 cm), used as adsorption surfaces, 
were dipped in the above solutions and stored in stoppered compartments. After the appropriate 
times, these were withdrawn, dried and analyzed using the the above thermal lens spectroscopy. 
Signal averages were obtained by impinging the beams on differents spots on the glass surface. 
Two types of experiments were performed: In the first, we monitored the signal against the time 
for a 4 gl-l solution of asphaltene in toluene. The results are plotted in Figure 2. In the second type, 
toluene solutions of different concentrations were prepared, the glass slides were dipped in and 
measurements were recorded after 78 hours. The results are plotted on Figure 3. 

Disscusion. 
a. Time dependent experiments. 
The results shown on Figure 2, could be analyzed in terms of the following considerations: During 
the first stages of the dissolution process the asphaltenes are present in solution as large particles 
formed by the association of aggregates. 
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Figure 2. Adsorption of A, Type asphaltenes (a) and resins (b) on a glass surface as 
a function of time. 

To simplify the arguments these could be represented as 4, where each A component is an 
asphaltene aggregate formed by a range of molecular weight compounds from large (A3  to small 
(A,) molecular weight components. The A, and A macrostmctures and composition would depend 
on the precipitation conditions used to obtain the samples (A, type) as well as on any further 
treatment employed to purify the sample (A, type). For instance, in macrostructure A the large 
components A,, formed by aromatic structures bonded through aliphatic chains in a way similar to 
that suggested by Strausz er af would be placed at the perifery of A enclosing smaller molecular 
weight components. In any case we suggest that during the first stages of the adsorption process, 
the predominant species present in solution would be the 4, whose adsorption would account for 
the increase in the signal S(t) in Figure 2. After a while, dissociation of A,, in their A components 
will set in leading to the observed decrease in S(t) since in principle adsorption of a lower 
molecular weight species (A) leads to a decrease in S(t). As shown in Figure 2, this process occurs 
during the first 300 minutes of measurements. 

To account for the behaviour of M, measured for the A, and A, samples (see Table 1) we suggest 
that due to entropic factors, the solvent will enter the A macrostructure breaking internal weak 
bonds between their components and releasing some of them. Then, the system will move to an 
equilibrium state consistent with the prevailing conditions of solvent, concentration and 
temperature. The above dynamic behaviour could be summarized by noting that both A, and A 
macrostructures, as they are in samples A, and A, are not equilibrium macrostmctures in toluene. 
For instance, the increase in M, with time, for samples A, is likely due to the removal or resins 
from asphaltene sites active for molecular interaction when the sample is dissolved in toluene. 
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b. Concentration dependent experiments. 

The adsorption isotherms of asphaltenes on inorganic surfaces, using conventional UV absorption 
spectroscopy, have been studied in our labs earlier'. However, due to experimental limitations 
inherent to this technique which leads to erron comparable or larger than the amount of sample 
adsorbed, the rneasumerents have to be made at very low concentrations, usually below 200 mgl" . 
Figure 3 show clearly that use of the above thermal lens technique leads to fairly good results at 
low and high concentrations, due to the direct measurement of the amount adsorbed and to the high 
sensitivity of the laser beam. The adsorption isotherm shown in Figure 3 for Hamaca (A, sample) 
is consistent with a Langmiur type adsogtion at low concentration. As discussed elsewhere3, the 
'jump" near IO00 rngl" is probably due to the adsorption of aggregates formed after the cmc 
corresponding to this sample. 
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Figure 3. Adsortion isotherm of Hamaca asphaltenes (A, Type). Solvent: Toluene. 
Temperature: 25°C. 
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SEPARATION OF FRACTIONS EXHIBITING VARIABLE PARAMAGNETISM FROM 
HEAVY OILS AND THE STUDY OF THEIR PROPERTIES 
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Institute of Petroleum Chemistry, Russian Academy of Sciences, 

634055, Tomsk, RUSSIA 
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Scanty knowledge of nature of resins and asphaltenes is the main obstacle to effective and complex 
use of heavy oils. There are many theoretical concepts which consider the nature of supermolecular 
interactions in oil dispersed systems (ODS) from the positions of electrolytic dissociation, donor- 
acceptor interaction, n - n interactions of polyconjugated systems, exchange (quantum) interaction 
and etc. 

In spite of different views on the nature of resins and asphaltenes the scientists have defined that just 
the formatKii-iid destruction conditions for supermolecular structures in oil dispersions decisively 
affect the processes of extraction and thermal destruction of the system components as well as 
predetermine the structure and physio-chemical properties of the end products of oil processing. 
Based on the researches carried out at the Institute of Petroleum Chemistry RAS concerned with the 
paramagnetic nature of oil dispersions, asphaltenes have been found to be a concentrate of 
paramagnetic molecules existing as associates with diamagnetic molecules. Paramagnetic molecules 
and reversible homolytic transformations of diamagnetic molecules into paramagnetic ones play the 
main role in the transformation of supermolecular structures in oil dispersed systems and are 
responsible for thermodynamically unstable equilibrium of the system as a whole [ 1-41, 

Long-term studies of ODS paramagnetic nature made it possible to substantiate theoretically: i) the 
presence of such molecule types in ODS which under change of external effects rather easily go from 
diamagnetic to paramagnetic state and if the effect is removed they return to the initial state and ii) 
extraction of molecule concentrates from high-viscous oils exhibiting variable paramagnetic 
properties [5-71. The method developed allows to divide heavy oils into fractions with different 
paramagnetism. The studies of fraction behavoiur by FSR- and IR-spectroscopies and by 
microcalorimetry during dissolution and heating showed that the level and width of energy slot for a 
reversible diamagnetic-paramagnetic transitions depend on structure and chemical composition of 
molecules. Homolytic mechanism of supermolecular structure transformations has been presented 
based on quantum-mechanic insight into the nature of intermolecular interactions in ODS [8-10]. 

EXPERIMENTAL 

At the Institute of Petroleum Chemistry RAS a method has been developed to separate fractions with 
variable paramagnetic properties (FVP) from crude oils and heavy residues. A specially designed 
device was employed. The mathod is based on destruction of ODs supermolecular structures from 
the exposure to external factors (temperature, pressure, solvent type and time delay) and on the 
sequential selection of concentrates of FVP molecules different in the energyof reversable 
diamagnetic-paramagnetic transitions, i.e. in their stability to external effects. 

Presented are the results on the study of initial petrol deasphaltizate obteined from commercial 
mixture of West Siberian oils and of extracted FVP. FVP-I and FVP-6 exhibiting different 
paramagnetism are characterised in Table 1.  
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FVP properties dependent on external effects (temperature and solvent amount) were studied by 
ESR-, IR-spectroscopies and by microcalorimetry. The effect of the nature of different solvents on 
the change in the concentration of paramagnetic sites (PMS, spidcm') in ODS has been studied 
previously. In the present work we used chloroform as a solvent. 

I. ESR-SPECTROSCOPY 

The changes in PMS concentrations ( s p i d d )  in ODS dependent on external factors were studied by 
ESR-spectrometer "SEX-2544 (Poland). Detailed procedure features are described in [4,8]. The 
results of ESR-studies of the three ODS samples (deasphaltizate, FVP-I and FVP-6) are presented in 
Figs. 1-4. 

Fig, I presents the change in paramagnetic properties of the test samples versus the temperature, The 
test samples were vacuum pretreated and sealed in quartz ampoules. The change in ODS 
paramagnetism versus the solvent concentrations in chloroform is shown in Fig. 2. The change in 
FVP-I paramagnetic properties v e m s  solvent and temperature is given in Fig. 3. As is seen from 
ESR-SpeCtra presented in Fig. 4, the quantitative view of the spectrum varies because of temperature 
and solvent effects. 
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11. IR-SPECTROSCOPY 

IR-spectra were registered by "SPECORD" M-80 (Germany) in sodium chloride cells. Recorded were 
review solution spectra in chloroform relative to chloroform as well as film spectra of the test samples 
obtained from chloroform solutions in KBr window relative to air. Detailed procedure features of IR- 
spectra recording are given in [6,9]. The aims of 1R-studies were: i) to reveal structural fragments of 
the molecules included in FVP and responsible for their behaviour and ii) to study the changes in D,.+, 
characteristic absorption bands under dilution in chloroform. 
Table 2 and Figure 5 present the results of IR-spectroscopic studies. The analyses of IR-spectra made 
I t  possible the observations in the following range of wave numbers: 3600-3200; 1900-1500; 1400- 
1300 and 1100-800 cm-', respectively. 
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111. MICROCALORIMETRY 

Thermodynamic characteristics (Q, 1 and AH, kllmol) of ODS samples dilution in chloroform were 
studied by differential microcalorimeter MKDP-2, designed at the Institute of Petroleum Chemistry 
RAS. The sensitivity of the device is 2x105 J. Detailed procedure of ODS microcalorimetric studies 
is given in [4,10]. The results of ODS microcalorimetric studies are given in Figs. 6-7 and in Tables 
3-4. They were carried out under the conditions similar to those observed in ESR- and IR- 
spectroscopies. 
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CONCLUSION 

Thus the results of ESR-studies allow to conclude that FW really differ in their paramagnetism and 
under external effects exhibit variable paramagnetic properties, i.e. their components are the carriers 
Of ODS labile properties. FVP-1 was found to be the most susceptible to external changes. Under the 
conditions of separation this fraction had to contain compounds with low energy of diamagnetic- 
Paramagnetic transitions. Biradicals are known to exhibit such paramagnetic properties in the initial 
state and in the solutions. They are likely included in a concentrate of separated molecules (F) and 
are responsible for their variable paramagnetism as well as for unstable thermodynamic equilibrium 
of ODS. 
IR-studies were carried out to reveal structural fragments responsible for such FVP behaviour. Seven 
characteristic absorption bands have been indentified for all the separated FVP fractions. They differ 
only in their intensities. The lowest D values were obtained for FVP-1 while the highest ones - for 
FW-6. Based on elemental analysis z d  IR-spectroscopy it has been determined that the presence of 
cyclic and aromatic compounds of a polyconjugated type with S, N and 0-containing fragments is 
typical for FVP. IR-spectra of F W  are similar and the differencies in the elemental compositions are 
insignificant. Based only on these data it was difficult to explain a great difference in fraction 
behaviours determined by ESR-spectroscopy. Therefore we carried out IR-studies of FW relative to 
solution concentration in chloroform. 

The comparison of data obtained by ESR- and IR-spectroscopies allowed: i) to define that for ODS 
solutions Lambert-Buger-Behr law becomes invalid and ii) to conclude that increasing solvent portion 
(by kT change) in the system intensifies intermolecular interactions bewteen solvent molecules and 
the components of supermolecular ODS structures. It results in the strengthened vibrations of atoms 
in structural fragments up to the break of separate bonds and/or to transition of a part of ODS 
molecules into a triple state. ESR- and IR-spectroscopes data indicate the proceeding of homolytic 
processes in ODS. The specific features of FVP behaviour are caused by biradical state of individual 
ODS components. 

At present nitrite, hydrazile, phenoxyl, hydrocarbon and mixed bi- and polyradicals are well known. 
They include the following fragments: 

N - 0 ;  
I 

I 
ii -0; - c = 0; - N - ;  C = N - 0 :  

>. - OH) R - S; R - S = 0 

and etc. corroborated by our studies. 
k 1  

Stable biradicals with similar fragments may be attributed to a group of "biradicals with heteroatoms", 
the non-paired electron of which is to a great extent located on S ,  N and 0 atoms. The presence of 
biradicals of "metal ketyls" group is also possible. 

Microcalorimetric measurements of enthalpies of ODS dilution dependent on external factors 
(solvent amount, temperature) indicate that these processes proceed at low energies (1-15 Idlmol). 
Dilution curves have complex profile of thermal effects of dilution, which can be explained by 
different rate of dilution for individual ODS components as well as by transformations of 
supermolecular structures in the solution after a complete dilution. Sign inversion (exo-, endo-) 
indicates deep character of the phenomena. Comparison of the data on the relative change in PMS 
concentration in the system and the data on the change in dilution enthalpies ( AH, Id/mol). obtained 
under similar conditions, indicates that the processes of dilution associate formation in ODS have a 
predominat-radical nature (endo-effects-, which intensify under external effects (change of k T  
system), i.e. depend on the initial concentration of PMS in ODS, different capacity of concentrates of 
FW molecules to singlet-triplet changes, on the solvent type and solvent amount and on  
temperatures. 

The authors consider the search for mechanisms intended to control homolytic processes 
proceeding in ODS to be a key to solve many problems of technological preparation, transportation 
and processing of high-viscous crude oil and heavy oil residues. 
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NEUTRON SCATERING CHARACTERIZATION OF ASPHALTENE PARTICLES 
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1. Introduction 
The question of structure and association of asphaltene molecules in model solutions as 

well as in crude oils remains largely unanswered. It is however essential to the understanding 
of behavior of asphaltenes, specifically, their high viscosity. With small angle scattering 
techniques of neutrons and x-ray (SANS and SAXS), which probes length scales ranging 
from nanometers to near microns, it  is possible to study the structure and aggregation behavior 
of asphaltene solutions, hence gaining the crucial information about their particle size, shape, 
physical interaction and phase behavior. Until recently, most such studies have concentrated 
on the basic asphaltene particles/micelles and their size, shape, while leaving larger size groups 
and long range correlations untouched, due to the difficulties of probing such long range length 
scales using SANS or SAXS. As a result, the high viscosity structure correlation of those 
solutions is still unclear. 

In this work, we present fnst the conventional experimental data (momentum transfer Q 
> 0.01 A-1) obtained with SANS,  which can be interpreted with a model of disk like shape for 
the basic asphaltene particles. These particles have an average radius of gyration around 40 A. 
Even though the size distribution is fairly polydisperse, most of the particles are below 100 A. 
At larger length scales (Q < 0.01A-'), high resolution S A N S  data show that the scattering 
profile continue to rise. suggesting large length scale correlation or large particles present. 
While the large length scale correlation is the popular explanation, we try to interpret it as the 
signature of the presence of large particles. Unfortunately, those particles are so large that no 
scattering technique currently can probe their Guinier range to directly measure their size. 
Indirectly, we estimate their size based upon scaling arguments. 

2. Basic Particles 
Figure 1 shows a typical scattering intensity profile obtained from a dilute asphaltene 

solution with SANS. The intensity I(Q as a function of the momentum transfer Q is over a 
"conventional" small angle range, it., 0.006 < Q < 0.2 A-1. In this range, the data can be 
fitted with a model for the particles with certain shape. and size distribution. While no model is 
unique[ll, we use a model of disk-shape and a Shultz distribution for the radius. Except at the 
lowest Q. the fitted curve shown in Fig. 1 ia a good representative for the data. The fit results 
in an average radius (first moment of the radius distribution) a = 14 A with a standard deviation 
of 0 = 92%. and the thickness of the disk is I = 20 A. 

broad. Indeed, if one uses the first moment to calculate the radius of gyration of the disk, it is 
The radius distribution is shown in Fig. 2. As can be seen, the distribution is rather 

( az/2 + 12/3 ) In  = 11.5 A, 
which is quite small compared to the radius of gyration <R >G obtained in a Guinier fit for the 
same data which is close to 40 h This is because that the buinier fit represents a higher, 
different moment of the distribution.' 

exponential decay: 
The Shultz distribution has the following form: it is the product of a power law and an 

P(r) = A exp(-pr) 

where U = l/a2, p = a/-, and A is a normalization constant. w is its first moment, and is 
typically used as the average. It can be shown that the nth moment is 

ern> = an (a+n-1) ...( a+2)(a+l)/an 

The Gunier radius of gyration is obtained as 

a 

a(@) 
(<Rg>dZ = -3 - In I(Q -> 0) = < m2 Rg2 > I < mz >. 
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For the disk model, it is related to the 6th moment, and therefore is 

(<Rg>c)* = <h/2<14> + U3 = 47.8 A, 
which is more than 4 times larger than the f m t  moment 

3. Large Size Particles 
Even though the size distribution of the "basic" asphaltene particles are fairly broad. a 

typical particle size is well below 100 A. The rheological property of the solutions can hardly 
be understood by the merely existence of these particles, if no further interaction or association 
ofthem is considered. However, in the Q range shown in Fig. 1, scattering intensity for 
concentration below 5% scales with the concentration, suggesting no interaction in the length 
scales probed[2]. The only interaction shown by SANS is the rise in intensity for Q < 0.01 A- 
l. Unfortunately, this has been largely ignored, mostly due to the limited range it is probed. 
However, it could be an important clue for the interaction or structure that is responsible for the 
macroscopic properties. 

10 I 

0.01 1 I 
0.01 0.1 

Q 

Fig. 1 SANS intensity as a function of Q. It was taken 
from a 2.5 wt% asphaltene (0) solution in I-methyl naphthalene- 
d10 at temperature 60 'C. The solid line is a fit with a disk-& 
particle shape. The distribution of the radius of the disk is shown in 
Fig. 2. 
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Fig. 2 Shultz distribution of the disk radius used to fit the 
r 

data in Fig. 1. The average radius is c n  = 14 A. and standard 
deviation is u = 0.92. 
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In Fig. 3, we show two SANS data sets taken to Q below 0.005 A-1. In this extended 
Q range, the low-Q rise in intensity is more dominant A quantitative analysis of the low-Q 
data in terms of the interactions of the basic particles is still difficult, although a fractal model 
has been proposed[3]. In our data, however, the slope. shown at low Q is close to s = -4. the 
Porod slope, therefore it is not possible for a fractal structure (a mass fractal has s > -3. where 
-s is the fractal dimension). On the other hand, a slope of -4 is typical for a compact object, in 
n Porod region of scattering intensity, much l ike those basic particles, which show a similar 
bchavior, but at much larger Q (Q > 0.1 A-1), as shown also in the Figure. We can speculate 
that there are very large panicles present in the solution, which could be compact aggregates of 
the basic, much smaller particles discussed above. However, the Guinier range of those large 
particles are in such a Q that is too small to measure by today's small angle scattering 
instruments. Light scattering would provide a right Q range, but the high absorption of light 
by those particles makes a light scattering measurement very difficult, if not impossible. 

Y - x s 
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0.001 ' ' ' ' " I  

0.01 0.1 

a (&') 
Fig. 3 SANS intensity normalized by the concentration for 5.0 wt% 
(circles) and 15 wt% (squares) in 1-methylnaphthalene-dl0 at mom 
temperature. At both lowest and highest Q ranges, the data show a 
-4 slope (Porod scattering). 

.~ I I 

20 30 40 

Rg (4 
Fig. 4 Molecular weights and radii of gyration obtained from 
several solutions ranging from 0.5 wt% to 24 wt% at varying 
temperatures. Each point represents one solution at one 
temperature. 
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In Fig. 4, we plot the radius of gyration +was a function of its molecular weight 
Mw (particle mass multiplied by the Avgadro constant) of the basic particle obtained for several 
solutions at different temperatures. While both <Rg>~ and Mw are obtained from the same 
curve, they are actually independent. Although some of the solutions are higher than 5%. we 
assume that there are no interactions between the basic particles for both numbers to be 
meaningful. This assumption is related to, and consistent with the other assumption that the 
low Q behavior of the scattering is due to another group of particles with much larger sizes. 
Drawing a straight line through the points in the logarithmic plot, we find a slope of s = 3.7. 
Since M - Rd, where R and M are the size and mass of a particle, we should haves = d. The 
dimension d can never be larger than 3 in 3 dimension space where the asphaltene solutions 
are, unless the mass is not conserved. 

This is actually consistent with the assumption that there are another group of mass 
present in the solution, and the total mass of the basic particles is indeed not conserved. It 
flows back and forth to the large size group, as conditions lie concentration and temperature 
change. When concentration is increased or temperature lowered, there are more basic 
particles aggregated to form larger particles, resulting in a decrease of the total mass for the 
basic particles. If we assume both groups are compact particles (d = 3) as suggested by the 
slopes of -4 in Fig. 3, we can draw another line in the figure. with a slope of s = d = 3. The 
interception of the two lines is at a point taken from a 0.5 wt% solution at 80 C, where the low 
Q scattering is almost flaf suggesting no large size group present The vertical distance 
between the two lines relative to the height of the upper line gives the percentage of mass 
missing from the smaller size group, and therefore is the percentage of mass residing in the 
large size group. Since we know the total concentration of the solution c, we then h o w  from 
the graph cl and c2. the concentrations of each group, as c = c1+ c2, the total mass hus to be 
conserved. 

Furthermore. the amplitude of the intensity in a Porod region is proportional to both 
concentration c and SN. where the surface to volume ratio for most low aspect ratio objects is 
in turn proportional to 1Rg,  its size inversed. Thus for the two groups in the same solution 
under certain temperature, we have 

Since we know all the quantities on the right side, we can then calculate the larger size R@ 
For the 15 wt% solution, we obtain Ra = 9.7 pm. The size is fairly large, and we need 
independent verification. 

4. Conclusion 
We present an analysis for asphaltene solution data obtained with SANS that suggest 

the presence of two distinctive groups of particles, vastly different in their sizes. The "basic" 
group, while smaller in size, is the majority when the solution is very dilute and temperature is 
high. Their typical size is about 40 A and is readily Seen by S A N S  and SAXS. For the other 
group, the size is larger than loo0 A and therefore is hard to probe even by high resolution 
S A N S  or SAXS. They are mostly results of the aggregation of the smaller-size particles when 
concentration is high and temperature is low. From thermodynamic point of view, it is not 
totally unreasonable. However, many questions remain, e.g., one of which is why no 
particles in the intermediate size range exist 

behavior of the scattering merely reflects the interactions among the basic particles. More 
recently we performed experiments before and after dilute solutions were filtered with sub- 
micron filters, partially confming the results of our analysis. 
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INTRODUCTION. 

Two general chromatographic methods have been used to isolate molecular 
fractions from heavy crude oils. The first of these involves initially a n-paraffinic 
extraction of the maltenes (solubles) and asphaltenes (insolubles) from heavy crude oils, 
and later the liquid-solid chromatographic separation of the maltenes into saturated 
hydrocarbons and polar compounds such as "polar aromatics" and resins (1). The 
second chromatographic method involves the direct separation of saturated and 
aromatic hydrocarbons, resins and asphaltenes from heavy crude oils using appropriate 
solvents and adsorbents (2,3,4). The main disadvantage of both methods is the lack of 
reproducible results due to the very complex and similar resin and asphaltene molecular 
structures (5,6). 

We report in this paper an improved chromatographic method for the separation of 
5 molecular fractions from a typical heavy crude oil, and study the reproducibility of it. 
The isolated fractions are charaterized using W-Visible and Atomic Absorption 
Spectroscopies. The results obtained with this method are compared with those of the 
standard literature. 

EXPERIMENTAL. 

Sample. 

The heavy crude oil (10.3' API gravity) comes from the Bosciin Field, near 
Maracaibo city, Venezuela. It was kindly provided without water and sediments by 
INPELUZ. 

Chromatographic separation. 

The chromatography consists of the extraction of 5 molecular fractions from an 
activated alumina (Brockman, Activity I, 80-200 mesh, Fisher, Pittsburgh-USA)/ 
alumina-impregnated heavy crude oil/ activated alumina in a 2.5 cm x 75 cm glass 
column. The elucidation of the fractions was based upon de Snyder polarities (7). The 
solvents, followed in brackets by their polarities, and fractions were: 

(a) n-heptane (0,2)/ saturated hydrocarbons, 
(b) 75:25 n-heptane:toluene (0,75)1 aromatic hydrocarbons I; 
(c) Toluene (2,4)/ aromatic hydrocarbons 11; 
(d) 94:6 to1uene:MeOH (2,57)/ resins; 
(e) 13,3:26,7:60 MeOH: N,N Dimethyl formamide (DMF): CH,CN(5,9) I asphaltenes. 

The separation between saturated hydrocarbons and aromatic hydrocarbons I was 
monitored using a W-lamp. The aromatic hydrocarbons I was a light yellow fraction. 
The aromatic hydrocarbons II, resins and asphaltenes were orange, black and 
black-brown fractions, respectively. 

UV-Vis spectroscopy. 

The W-Vis spectra of the saturated hydrocarbons, aromatic hydrocarbons I, 
aromatic hydrocarbons II, resins, asphaltenes and vanadyl octaethylporphine (obtained 
fram Strem Chemicals, Newbutyport-USA; and used for quantification, see results and 
discussion below) in spectranalized CH,CI, were determined in a double-beam ratio 
recording Perkin Elmer Lambda 3B Spectrophotometer. 

Atomic Absorption spectroscopy. 

The Fe, Ni, and V contents of the resins, asphaltenes and standards of ferric chloride 
(Fisher, Pittsburgh-USA), metallic nickel (Fisher, Pittsburgh-USA), and ammonium 
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metavanadate (Strem Chemicals, Newburyport-USA) were determined with a Perkin 
Elmer Atomic Absorption 3 100 Spectrophotometer. 

RESULTS AND DISCUSSION. 

Table I shows the type of molecular fraction, the percentage of each fraction 
weight divided by the heavy crude oil weight (wt % original crude) and the Fe, Ni and V 
contents (in mg x Kg or ppm) of the last two fractions obtained using our 
chromatographic method. It also compares our results with those obtained from two 
standard chromatographic methods reported by ASTM (1) and Banvise and his 
co-worker (4). 

TABLE I. 
THE MOLECULAR FRACTIONS FROM A TYPICAL HEAVY CRUDE OIL. 

Method Molecular Wt %of Fe Ni v v - p * *  
Fraction* Original Crude (ppm) (PPm) (ppm) (ppm) 

ASTM S 10,l 
( 1 )  AR 13.8 

R 27.2 40,4 132,2 814.7 624,8 
A 29.3 117.4 373.2 2884,2 1120,9 

BARWISE S 32,8 
AR 12.8 
R 1,4? 
A 24.3 334,4 195,6 3580,9 2065,6 

(4) 

THISWORK S 19.3 
ARI 21.3 
ARII 15,3 

R 25,l 42,6 2 0 8 3  1560,6 1045,6 
A 11,3 1243 325.5 3748.4 1540,4 

* S: Saturated Hydrocarbons; AR: Aromatic Hydrocarbons, R: Resins; A: Asphaltenes. 
** V-P: Vanadium in Porphyrins. 

It is important to point out that the ASTM method starts with a n-pentane 
extraction of the maltenes and asphaltenes. Then the maltenes are fractionated into 
saturated hydrocarbons (Le., paraffins and naphthenes) with n-pentane, and polar 
compounds (i.e., polar aromatics and resins) with a 5050 benzene:acetone solution in 
two parallel assembled columns packed with Attapulgas clay (30-60 mesh) and 
claykilica gel. Aromatics are calculated by difference, or alternatively they can be 
recovered using toluene. The Barwise method starts with an extraction of the saturated 
hydrocarbons with n-heptane, and then follows it with the extraction of the aromatic 
hydrocarbons, Ni-porphyrins, V-porphyrins and a residual polar fraction (resins?) 
with 80:20 n-heptane:CH,CI, solution, 5050 n-heptane:CH,CI,, CH,CI,, 50:50 toluene: 
CH,OH solution, respectively in a column packed with silica. We consider that the 
Ni-porphyrins and V-porphyrins form basically the asphaltene fraction. 

The addition of the wt '70 of the original crude values for each method in Table I 
gives the following total recovery sequence: this work (92,3%, of which 55,9% 
corresponds to saturated and aromatic hydrocarbons, and 36.4% to resins and 
asphaltenes) > ASTM (80,4%, 23,9%, 56.6%) > Barwise (71,3%, 45,6%, 25,7%). 
Similarly, the atomic absorption spectroscopic sequence for the total Fe, Ni and V 
contents for each method is: this work (6010.7 ppm, of which 5309 corresponds to V) > 
ASTM (4422,l ppm, 3698,9 ppm) > Banvise (41 10,9 ppm, 3580,9 ppm). The V content 
can be divided into porphyrinic vanadium (V-P) and non-porphyrinic vanadium (8) 
using the Soret band at 409 nm in the W-Visible spectra of the collected fractions and 
the model vanadium compound. This procedure indicates that our method removed 
2586 ppm and 2723 ppm of porphyrinic and non-porphyrinic vanadium, respectively. 
The Banvise and ASTM methods removed (2065,6 ppm, 1515,3 ppm) and (1745,7 ppm, 
1953,2 ppm), respectively. Table 1 shows that the porphyrinic and non-porphyrinic 
vanadium is found in the resinic and asphaltenic fractions. The UV-Visible spectra of 
these fractions show basically a very strong and sharp band at ca. 234 nm, two strong 
and very broad overlapped bands at ca. 274 nm and ca. 300 nm and the already 
mentioned Soret band (see for example the UV-Visible spectra of Figure I). The 234, 274 
and 300-nm bands can be associated with condensed di-aromatic and poly-aromatic 
compounds that probably cany alkyl and alicyclic chains with heteroelements (i.e. 

417 



nitrogen, oxygen and sulfur). This indicates the intimate relationship between resins and 
asphaltenes, and the difficulty to obtain pure chromatographic fractions . 

Finally, we had performed our chromatographic separation several times, and 
obtained very similar results to those reported above. 

WavelengtWnm 

FIGURE I. 
The UV-Visible spectra of the molecular fractions of a heavy crude oil. 

ACKNOWLEDGMENTS 

The authors would like to thank CONDES and CONICIT for providing financial 
support for this research. 

LITERATURE CITED 

(1) American Society for Testing and Materials, ASTM-D-2007-75, Annual Book of 
ASTM, Standard Part 37,542 (1975). 

(2) Osorio, E., Angulo, E., Segovia, S., Ysambertt, F, MArquez, N and De La Cruz, C., Act. 

(3) Mhquez, N., Gall, C., Tudares, C., Paredes, J.  and De La Cruz, C., A.C.S. Preprints, 

(4) Barwise, A. J.C. and Roberts, I., Org. Geochem., 6,167 (1984). 

(5) Speight, J. G., A.C.S. Preprints, Div. Petrol. Chem, 34,321 (1989). 

(6) Mitra-Kirtley, S., Mullins, O.C., Van Elp, J., George, S.J., Chen, J. and Cramer, S .  P., J. 

(7) Snyder, L. R., J. Chromatogr. Sci., 16,223 (1978). 

Cient. Venez., 45, 1 (1994). 

Div. Petrol. Chem., 34, 292 (1989). 

Amer. Chem. Soc., 115,252 (1993). 

(8) Ysambertt, F., Mhrquez, N., Rangel, B., Bauza, R. and De La Cruz. C., Sep. Sci. 
Technol. 30,2539 (1995). 

418 



1 
I 

I. 
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Sulfur chemical structures present in crude oil products such as petroleum asphaltenes, resins, and 
maltenes obtained from two different oils have been determined using X-ray absorption nearedge 
structure (XANES) spectroscopy. Maltenes are pentane soluble portions, resins are pentane 
insoluble and heptane soluble portions, and asphaltenes are heptane insoluble portions of crude oil. 
The sulfur forms in these six fossil fuel samples are predominately organic; of them thiophene, 
sulfide and sulfoxide are the main contributors. One of the crude oils is known to have a high 
sulfoxide content; results from this study showed that there is a considerable amount of sulfoxide 
present in its asphaltene, resin, and maltene fractions. In spite of the fact that asphaltenes are known 
to be more polar than the other two fractions, and also that sulfoxide is a very polar chemical moiety, 
this structure is present in considerable amounts also in the resin and the maltene fractions of this 
particular crude oil. The second oil, lower in oxygen content, showed consistently less amount of 
sulfoxide in all its asphaltene, resin, and maltene fractions. Furthermore, no evidence for higher 
oxides such as sulfones, sulfonates, and sulfates are found in the three fractions of either of the crude 
oils. 

INTRODUCTION 

Asphaltenes, resins. and maltenes are some of the components of crude oil, and are of considerable 
interest.'" The usual definition of these fractions are: maltenes are pentane soluble portions, resins 
are pentane insoluble and heptane soluble portions, and asphaltenes are heptane insoluble portions 
of crude oil. Asphaltenes are the heaviest, the next are resins, and the lightest parts of a crude oil are 
the maltenes. These fractions contain undesired heteroatoms; these heteroatoms are an issue in 
atmospheric pollution in the utilization of the resources. The study of heteroatoms, such as sulfur. 
in these components obtained from a particular crude oil is therefore of much interest, also in order 
to better understand the complex processes of crude oil formation. 

Non-destructive and direct XANES spectroscopy methods have been very promising in analyzing 
the heteroatom structws of complex fossil-fuel samples. XANES spectroscopy has been recently 
employed to probe the chemical nature of sulfur in different fossil-fuel components' such as 
asphaltenes:" crude oil? and coal8 In asphaltenes the sulfur is found in mostly thiophenic and 
sulfidic forms, and the oxidized sulfur component in sulfoxide forms. In coal, sulfur exists in both 
organic and inorganic forms. Nitrogen XANES studies9 on asphaltenes have shown that nitrogen 
occurs mostly in aromatic forms in pyrrolic and pyridinic forms. 

In this study we present preliminary results of sulfur XANES spectroscopy on asphaltenes, resins, 
and maltenes obtained from two different crude oils. Several sulfur model compounds have been 
studied, and it is found that consistent with earlier results? the s-p electronic transition peak in the 
XANES spectra vary in energies as the formal oxidation number of sulfur changes. The sulfoxide 
signature is well separated from the thiophenic signature, by about 3.00 eV. The organic sulfide 
peak also is separated from thiophenic peak by about 1.00 eV. The asphaltene fraction of one of the 
crude oils, CAL, is known to have a high sulfoxide content; the resin, and maltene fractions from 
t h ~ s  oil also consistently show much higher sulfoxide content than the three fractions from the other 
crude oil. In spite of the fact that asphaltenes are known to be more polar than the other two 
fractions, and also that sulfoxide is a very polar chemical moiety, this structure is present in 
considerable amounts also in the resin and the maltene fractions of this particular crude oil. Other 
forms of oxidized sulfur are not prominent in any of these samples. 

EXPERIMENTAL 

Our sulfur data have been collected at beamline X-19A at National Synchrotron Light Source at 
Brookhaven National Laboratory. We used a double crystal monochromator of Si (1 11) crystals. 
The model samples were first diluted in boric acid, finely ground, and then smeared on sulfur-free 
Mylar film; the fossil fuel samples were either ground and mounted on the film, or diluted in CCI, 
and smeared to dry on the film. 
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All sulfur models were obtained from Aldrich Chemical Company; they were dibenzyl sulfide. 
dibenzothiopbene, thianaphthene, dibenzyl sulfoxide, iron@) sulfide, potassium sulfate, and sodium 
thiosulfate. The fossil-fuel samples were asphaltenes, resins, and maltenes, obtained from CAL and 
KUW crude oils. 

RESULTS AND DISCUSSIONS 

Figure 1 plots the sulfur XANES of the asphaltene, maltene, and resin fractions obtained from CAL, 
KUW crude oils. Among the CAL suite, the most prominent region is around 2475.1 eV; the 
shoulder of this peak at around 2472.1 eV is quite prominent in all these samples. From the KUW 
suite, the most prominent feature occurs at 2472.1 eV, and the feature at 2475.1 eV is much less 
prominent. Thus from raw data it is evident that the structure with its s-p transition peak at 2475.1 
eV is more abundant in the CAL suite than in the KUW suite. This trend is present in all the three 
fractions belonging to the same oil. 

, . , .  , . . .  , . . .  . . . .  . . . .  . . . . , . . . . , . . . . , . .  , I  

CAL ASPHALTENE 

CAL RESIN 

KUW ASPHALTENE 
a 
0. 
9 

KUW MALTENE 

Figure 2 shows the XANES plots of several sulfur model compounds, studied by Waldo et al.’ As 
mentioned earlier, the most prominent peak of a structure represents the s-p electronic transition 
peak. This figure shows that the different sulfur structures have s-p peaks located at different 
energies; these peaks shift to higher energies as the formal oxidation number of sulfur in the structure 
increases. As the formal oxidation number of sulfur in a structure increases, the electronics in the 
atom are more tightly bound to the nucleus, and it takes a larger energy to make the s-p transition. 
Our calibration procedure has resulted in a shift from these data by a few eV, but both the data sets 
show the same relative energy differences between the different sulfur structures. Dibenzyl sulfide, 
which has a formal oxidation number of zero, shows its prominent peak at 2474 eV (247 1 . 1  eV in 
our case). Thiophene also has a formal oxidation number of zero, but the signature peak is shifted 
slightly from that of the sulfide, and occurs at 2475 eV (2472 eV in our case). The sulfoxide 
structure has a formal oxidation number of +2, and shows its signature peak much separated from 
the other two, at 2478 eV (2475.1 eV in our case). 

XANES spectra of a maltene from the two different oils are shown in Figure 3. It is seen that the 
first peak of the KUW maltene appears at 2472.1 eV, the same energy as the main peak of our 
dibenzothiophene spectrum, and this feature appears only as a shoulder in the spectrum of CAL 
asphaltene. This leads one to the obvious conclusion that sulfoxide is present in larger percentage 
in CAL asphaltene than in the KUW sample. 

A least-squares fitting program has been used in order to quantitatively analyze all the sulfur data. 
All the spectra of models and the fossil-fuels were first normalized with respect to the respective step 
heights, and then fit to a sum of several Lorentzian peaks and an arctangent step. The peaks specify 
bound to bound electmic transitions, whereas the step signifies electronic transition tot he 
continuum. In order to be consistent, we held the width and the position of the steo function constant 
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till the very end of the fitting procedure. We subtracted from the fossil-fuel spectra any secondary 
contribution from a structure appearing at the same energy as the s-p transition from a different 
structure, 
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Preliminary results of the sulfidic, thiophenic, and suloxide content of the asphaltenes, resins, and 
maltenes obtained from CAL and KUW crude oils show that the sulfoxide percentage in the CAL 
samples are higher not just in its asphaltene fraction, but also in the resin and maltene fractions. 
Asphaltene is known to be more polar than resin and maltene, and sulfoxide also has a very polar 
structure. It is interesting to note that in spute of this, all the CAL fractions showed higher sulfoxide 
percentages. Presence of high oxides, such as sulfone, and sulfate, in any of these samples was 
insignificant. There was no evidence of any inorganic sulfur structures in these samples. 
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CONCLUSIONS 

Sulfur XANES spectroscopy is a very powerful way to ascertain the different chemical structures 
present in a complex material both qualitatively and quantitatively. Asphaltene, maltene, and resin 
extracted from CAL. which has a high sulfoxide content, all show consistently high sulfoxide 
percentages. Higher oxides of sulfur, such as sulfones, and sulfates are not present in significant 
quantities in any of these samples. 
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Keywords: scanning tunneling microscopy, NMR structure, Maya asphaltene 

Introduction 

Petroleum resids are generally upgraded to higher value products by hydroprocessing. This 
process, however, is very demanding because of the highly aromatic nature of the constituent 
molecules, high metal and heteratom content. Most of the problems associated with resid 
upgrading are attributed to the presence of asphaltenes. Asphaltenes are generally believed to be 
the precursors of coke formation during resid processing, limiting the kinetics and economics of 
the process. 

Asphaltene structure has been extensively investigated in the past (Speight, 1980; Strausz et al., 
1992; Herzog et al., 1988; Ravey et al., 1988; Sheu et al., 1992; Storm, 1991). These studies 
have provided a global picture of asphaltene structure, which explains general asphaltene 
reactivity under thermal and catalytic conditions. Because of the dependence of the asphaltene 
structure on the origin of the crude oil, we performed a detailed study of this particular Maya 
asphaltene. This work describes a study focused on Maya asphaltenes, using carbon-I3 and 
proton NMR and scanning tunneling microscopy. 
NMR - STM Analysis - Experimental, Results 8 Discussion 

The asphaltene sample used in this study was obtained by heptane precipitation from Maya 
vacuum resid and its preparation has been discussed in detail previously (Zajac, Sethi and 
Joseph 1994). The virgin asphaltene sample was analyzed by carbon-I3 and H-1 NMR in 
solution on a Varian VXR-300 spectrometer operating at 300 Mhz proton frequency. Deuterated 
chloroform was used as the solvent. The asphaltene sample was completely soluble in 
chloroform. The solubility was confirmed by filtration through a 1 pm millipore filter that left 
no residue. The details of the analysis are discussed in our previous work (Zajac, Sethi and 
Joseph, 1994). 

The average aromatic cluster parameters for virgin Maya asphaltene (heptane insolubles) were 
estimated from combined high resolution H-1 and C-13 NMR and atomic H/C data. Possible 
structural features of the virgin asphaltene molecule that include cyclic and linear aliphatic 
carbon atoms are illustrated in Figure 1. Three possible structural units of the virgin asphaltene 
are shown where the aliphatic sidechains repeat units range from n=1-5. Though no direct 
evidence of the precise structure groups that contain heteratoms, N, S, 0 etc., is available, these 
are assumed to be part of the ring strkture, e.g., thiophenic functional groups for S. These 
NMR derived structural models form the basis of input for the scanning tunneling microscopy 
study. 

The precipitated virgin asphaltene was diluted in THF to a concentration of 1-5 pg/ml which at 
the average molecular weight for the asphaltenes corresponds to a submonolayer coverage on an 
appropriate substrate if agglomeration does not occur. We have employed freshly cleaved highly 
oriented pyrolytic graphite (HOPG) as a substrate. Several microliters of the dilute solution are 
micropipetted on the surface and dried in dry nitrogen. A Digital instruments Nanoscope I1 
equipped with a side viewing stereo microscope is employed. The tunneling tips are 
electrochemically AC etched tungsten (250 pm) in 1 M KOH which are subsequently rinsed in 
distilled water and stored in alcohol. The tunneling conditions were typically 100-600 mV bias 
voltage and 0.5-2.0 nA tunneling current. 

Scanning tunneling microscopy is a direct real space probe of structure. The structure of 
adsorbates on model surfaces resolved at the molecular level has been applied to a number of 
systems (see e.g. Chiang, 1992). In an ambient environment, STM studies of the adsorption 
geometry of alkylcyanobiphenyl on graphite has resolved the individual aromatic groups and 
alkyl chains (Smith et al., 1990; Mizutani et al., 1990). Previous STY imaging of Rawati 
asphaltenes ( Watson and Barteau, 1994) at high concentrations (1, 5 x 10' wt%) in pyridine has 
indicated the self-assembly nature of the alkyl sidechains with large regions of self-assembled 
asphaltenes. 

A typical 140 A image of a cluster of asphaltenes is shown in Figure 2. The atomically resolved 
graphite substrate is visible and a group of asphaltenes are observed as the higher contrast 
regions. The dimensions are measured as full widths of the observed c w e n t  pertubations. In Fig. 
2, a typical measurement sets the scale of such features - 13 A. Another view of 102 A STM 
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image of a similar cluster of several asphaltenes is presented in Figure 3, the highlighted feature 
is of order - 12 A. Because of the heterogeneous nature of this material it is difficult to 
distinquish aggregates versus individual structural units. Despite this difficulty we attempted a 
detailed measurement over twenty-four separate entities which were clearly isolated structures in 
approximately ten individual images yielding an average full width dimension of 10.4 A f I .9 A. 
A comparison is made to a random set of ten measurements from the possible NMR-derived 
asphaltene structural units shown in Figure 1, excluding the aliphatic sidechains. The 
measurements were made by calibration of the C-C bond length at 1.42 A and making several 
measurements across the condensed ring portion of the three structural units presented. The 
average NMR dimension derived in this manner is 1 1.1 A * 1.4 A for the condensed ring portion 
of the possible structural models. The reasonable agreement obtained between the NMR 
structural models and the STM observation argues in favor of the NMR molecular models. 

An example of the heterogeneity in the distribution that we observe by STM is shown in Figures 
4 & 5 where we find small structures in the presence of much larger structures. The larger 
structure shown in Fig. 4 of a 62 A field of view is interesting for it appears to be comprised of 
three separate structural units which are individually < 20-30 A. It is not clear if the large 
structure is an aggregate of three smaller units or a single structure connected by aliphatic 
linkages. Although we do not have evidence for the existence of aliphatic sidechains, there is 
weak fine structure existing in the vicinity of many of the structures that we observe. At low bias 
voltages aromatic structures would be emphasized and aliphatic regions suppressed, hence we 
might be biasing our observations toward the aromatic structures. 

Summary and Conclusions 

The C-13 and proton NMR analysis predicts small 6-9 ring condensed aromatic ring structural 
units with aliphatic sidechains for the virgin Maya asphaltene. The comparison of NMR 
structural models and STM direct observation reveals an agreement between the distribution of 
aromatic cluster sizes predicted and observed. The broad distribution ranges from several 
condensed rings to large mac omolecular structures in excess of 30-50 A. This study works in a 
very dilute limit (1-5 x 10' wt%). During hydroprocessing NMR has shown condensation 
reactions to occur and that the average aromatic cluster size grows in size and number. One is 
tempted to extrapolate to the high concentration regime where very large aggregates and self- 
assemblies might dominate and form the basis of coke precipitation during the hydroprocessing 
process. 
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Figure 1 
The 13C and proton NMR derived average structural units in Maya asphaltenes. 

Figure 2 
A constant current STM 14014 view of graphite at atomic resolution with a cluster 
of asphaltenes appearing as bright current spots(VFlOOmV, 1~2.0 nA). The white 
line marker indicated at bottom measures -13A. 

I 

Figure 3 
A constant current STM 1 0 s  view of graphite at atomic resolution with a 
cluster of asphaltenes, (Vl=IOOmV, Ip2.0 nA). The marker indicates a dimension 
of -1 2A. 
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Figure 4 
A constant current STM 62A view of a large aggregated cluster of asphaltenes, 
(Vp304mV, lp l .5  nA). The marker indicates an isolated structure of -SA. 

Figure 5 
A constant current STM image of 64A field of view on graphite of another 
asphaltene cluster, (Vp304mV, Ip1.5 nA). The marker measures an isolated 
structure of -5.5A. 
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Introduction 

The current and future trend for petroleum processing is towards conversion of heavier and 
heavier fractions 'into useful products such as gasoline and diesel. Asphaltenes, the heptane 
insoluble fraction of heavy oils, are a solubility class and not a specific boiling range. They tend 
to be the hardest fraction to process in the refinery because of their high molecular mass, 
aromaticity and heteroatom and metal ( S ,  N, Ni, V) content. Molecular characterization of 
asphaltenes is important since a more thorough understanding of the chemical nature of the 
constituents should lead to more efficient processing schemes. 

A major hurdle in the accurate representation of the molecular structure of asphaltenes has been 
the determination of the molecular weight. The main problem is the formation of molecular 
aggregates depending upon factors such as polarity of the solvent, temperature, concentration and 
others. Over the past 15 years or so, the apparent molecular weight of asphaltenes has dropped 
significantly lower as the cause and effect of aggregation on molecular weight was determined. 
Molecular weights as high as 500,000 have been reported for some asphaltenes in the past with 
weights as low as 600 appearing in the literature recently depending on the analytical method 
used.[ 1-21 

The problem of molecular aggregation has been studied by a number of techniques [5-11] 
including SAXS and SANS. Using SANS, Thiyagarajan, et al. [12] found that at room 
temperature that asphaltenes are highly ordered rod like species with lengths up to 500A. As 
asphaltene samples are heated up, these lar e aggregates are broken up into smaller rod like 
species with average lengths of less than IOOX at temperatures of above 50°C. Further shrinkage 
of the aggregates occurs when the asphaltene is heated to 340-400°C resulting in spherical 
particles with radii of about I2A. Returning the sample to 20°C resulted in a low intensity signal 
implying irreversible thermochemistry. Espinat, et al. [ 141 also using SANS, found that the size 
of the colloidal asphaltene particles decreased with increasing temperature or with increasing 
dilution with resin material and increased with the addition of n-hexane. Finally, Storm, et al. 
[ 131 found by SAXS that for asphaltenes from several sources at 93°C that the colloidal particles 
had an average radii of 30-60 A. They also found that the average particle size was independent 
of the heteroatom content of the asphaltene. The exact mechanism by which aggregation occurs 
has not been established. 

Recently mass spectrometry has been used to determine a limiting lower value for the molecular 
weight for asphaltenes. This technique found that the upper limit for the molecular weight of 
Ratawi asphaltene was 814 versus 2360 from VPO. The upper limit for an asphaltene from the 
Alaskan North Slope was determined to be less than 1270 versus 3248 from VPO. High 
resolution mass spectrometry (HRMS) is a well-established technique for determination of 
composition of petroleum distillates by compound types. HRMS provides exact mass 
measurement of molecular and fragment ions, allowing distinction of molecular of equal nominal 
mass but of different double bond equivalents. The exact mass measurements also allow 
classification of hydrocarbon (saturated and unsaturated) and sub-classification into heteroatom- 
containing (e.g., nitrogen, oxygen and sulfur) molecules. In this paper we use high resolution 
sector field mass spectrometry to determine the comparative speciation of the composition of the 
asphaltenes from resid subjected to processing conditions. 

Experimental  
The resid was obtained by vacuum distillation of an asphaltene rich Maya crude oil. Asphaltenes 
were isolated by addition of a 40.1 excess of n-heptane to the Maya resid in toluene at 50 "C. The 
suspension was stirred overnight and filtered. The n-heptane was distilled from the filtrate to 
obtain the deasphalted oil (DAO). The yield of DAO was 83% of the resid. The precipitate was 
dissolved in a minimum of toluene and re-precipitated with a 4 0  1 excess of n-heptane. This 
precipitate was filtered, washed with n-pentane, and vacuum dried at 100 "C. The yield of 
asphaltene was 27% of the resid. The resid was processed under hydrotreating conditions at 
425°C with 2000 psi H, with 0.05 weight per cent organic Mo catalyst. The extent of the reaction 
was monitored by GC methods. 

A Kratos three-sector M S 3 0  mass spectrometer was used to obtain high resolution mass spectra 
of asphaltenes. The full-scan high-resolution (dynamic resolution of 1 0 , 0 0 0 4 0 , O ~ )  electron 
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ionization (EI) mass spectra were acquired with a Kratos MS5OTA triple sector tandem mass 
spectrometer of EBE design. High boiling pertluorokerosene was introduced via a heated inlet. 
Calibration to mass 900 was routinely achieved at a scan rate of 10 ddecade. The source 
temperature was 250 "C. Ionization method was the electron impact (70 eV). The samples were 
inserted into the source on a high-temperature probe. The accelerating voltage was a nominal 8 
kV. The spectra were collected and recorded on the MACH 3X data system. Group analysis for 
all scans with ions above background was averaged and only those which occur a minimum of at 
least four times was saved. Formulae which fit within k3.5 millimass units are assigned for each 
averaged ion peak. The formulae are sorted by hydrogen deficiency and heteroatom content. 
Absolute response factors for each type of compound are not available, equal molar ionization 
sensitivities are assumed for all homologs in the analysis. 

Results 
The mass spectra from the asphaltene fraction generally show ion intensity from 100 to almost 
850 amu. The average mass of the observed spectra is about 400 amu. While this does not 
represent the average molecular mass when one takes into consideration that fragmentation occurs 
under electron impact conditions, for very aromatic species electron impact is a good indicator for 
molecular distributions. When the fact that asphaltenes are highly aromatic ((2,-60%) is taken in 
account, the distributions may be only 50 to 100 amu higher. The elemental analysis calculated 
from the high resolution mass spectral data are in good agreement with those from traditional 
techniques, with aromaticity values slightly lower for the mass spectral data. This means that the 
mass spectral data is representative of the actual sample. Furthermore, at lest 90% of the 
asphaltene is volatilized in to the mass spectrometer. 

In the high resolution mass spectrum thousands of peaks can be measured. This number of 
peaks makes reducing the data into a more manageable form necessary. The double bond 
equivalent (dbe) and the heteroatom content can be calculated from the exact mass data without 
any assumptions. Sulfur combinations may be misrepresented, but oxygen and nitrogen should 
not have a high probability of misrepresentation. However, the elemental analysis data extracted 
from the mass data show that these errors are minimal. Detailed distributions of asphaltene sulfur 
and nitrogen organic molecules as a function of double bond equivalent for three processing 
levels (35%, 70% and 85%) are shown in Figure 1.  

Several features are readily apparent. First, the mass limit of the ions (-800 amu) suggests that 
the ring size may be as high as IO rings. Second, the sulfur containing species are processed 
fairly efficiently. Heteroatomic sulfur in benzothiophenes (dbe=6) is particularly well removed 
by processing as almost no dbe=6 is observable in the most processed sample (compare Fig. IA 
and Fig. 1C). Likewise those sulfur species of dbe=9, of which dibenzothiophenes are a 
possibility, are processed efficiently. However, the larger Stontaining species in the range of 
12-35 dbe are unchanged or even concentrated under these processing conditions. Based on the 
mass spectral exact mass formulae, the following structures are suggested: 

The y in the structures means that multiple substitution is observed in the mass spectrum and the 
x means that the chain length can vary. 

The number of isomers of each species is quite high and mass spectrometry alone cannot discem 
them. A two-sulfur structure consistent with mass spectral data is also shown. 
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Figure 1. Sulfur and Nitrogen containing species for asphaltenes from 
processed resids. A, asphaltenes from 30% conversion; B, 
70% conversion: C, 85% conversion. 

Figure 2 shows the mass spectra for the three conversion levels of processing for a double-bond 
equivalent of 9. Although this class of molecules make up a small fxaction of the total of the 
samples (- 0.15 mole %), we can follow the processing on a molecular class basis. The 
asphaltenes in the 35% processed resid sample (Fig. 2A) show species from m/z 300 to 700, in 
addition to fragment and molecular species in the 180 to 250 range. These high mass species 
correspond to dibenzothiophenic structures with either multiple alkyl substitutions or chain 
lengths or combinations of both. 

Chromatographic separation or tandem mass spectrometry could identify which combinations of 
chain length and substitution are present. Further processing as shown in Fig. 2 tends to shorten 
the chain length of the molecule leaving only few short chains on the molecule. We suggest that 
the most resistant molecules are probably those that are substituted at positions adjacent to the 
sulfur. 

' 

::I/ 0.M 

0.00 

100 200 300 400 500 600 700 
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Figure 2. The mass distribution of sulfur-containing, double-bond 
equivalent=9 species. A, asphaltenes trom 35% conversion; 8, 
70%; C, 85% conversion. 
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Nitrogencontaining species show- a similar pattern to the sulfur pattern, but with one notable 
exception. The nitrogen species are much more resistant to processing. They are essentially 
untouched and perhaps concentrated. A similar pattern of multiple-alkyl substitution is found. 
Multiple nitrogens in rings systems are also present. Examples of suggested structures for the 
nitrogen-containing species follow: 

Such structures differ markedly from those published elsewhere. Others have shown more 
condensed structures. Our data do  not support more condensed ring systems, but rather more 
open ring systems. 

Hydrocarbon molecules are also found in the processed asphaltenes. As processing severity 
increases the mass intensity shifts to larger aromatic rings systems. The existence of 
hydrocarbons, while surprising may be explained in terms of the separation and aggregation 
properties of the asphaltenes. Asphaltenes are separated only by precipitation. As the 
asphaltenes precipitate they form aggregates which may trap hydrocarbons. In addition, if the 
asphaltenes aggregate under processing conditions, some of the aggregate may escape 
hydrotreating, leaving sources of large aromatic hydrocarbons in the asphaltene fraction. 

Conclusion 

Our mass spectral studies of asphaltenes from hydrotreated resid have shown them to be highly 
aromatic and present as extended open ring systems as high as 1 1  rings. Sulfur containing 
species with ring sizes smaller than 5 rings are effectively processed, while larger ring systems 
are more resistant to processing. The heteroatom containing species in the asphaltenes are 
multisubstituted with alkyl chains. Processing tends to remove the alkyl chains andor reduce 
their, leaving the core ring system. 
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INTRODUCTION 
Tb-Layer Chromatography with Flame Ionization Detection (TLC-FID) is mostly used in fossil fuel 
chemistry for quantitative hydrocarbon group type analysis (HGTA) (1-3). From an instrumental point 
Of view, polemics about quantitative results have been reported with regard to different detector 
designs and sample application systems (4). Moreover, inadequate sample selection with respect to 
vohtfityproperties have caused some confusing results. In order to validate TLC-FID, results should 
be confirmed using other techniques. On the other hand, quantitation in Chromatography is performed 
by previous calibration because evolution of responses of different compounds with sample load 
depends on each detector. Calibration becomes difficult because of the complexity of fossil fuels. 
Thus, the most used absolute calibration method is time-consuming, and new rapid and quantitative 
procedures should be developed. 
In this work, instrumental performances of a modem TLC-FID system were frst tested on pure n- 
alkanes and several polycyclic aromatic compounds (PACs). Detector linearity was evaluated in 
fiction of sample load and scan speed, as well as absolute response factors of the standards. Thus, 
criteria were developed for accurate application of TLC-FID with regard to sample volatility. 
Likewise, measurements of chromarod and h e  temperatures permit the evaluation of whether an 
evaporation of compounds outside the H, tlame can take place. In a second step of the research, TLC- 
FID results from absolute calibration (comparing Medium Pressure Liquid Chromatography MPLC, 
and other alternative methods for fraction isolation: preparative TLC and Solid Phase Extraction, 
SPE), and from an alternative, fast calibration procedure (based on a variety of the internal 
normalization method, VINM) were compared for different fossil fuels including asphaltenes. 
Repeatabiity and ranges for VINM application for each type of sample are reported. Finally, results 
from TLC-FID were validated using TLC-dual wavelength scanning UV. 

EXPERIMENTAL 
Standards andproducts analyzed. Several n-alkanes, polycyclic aromatic hydrocarbons (PAHs, from 
3 to 6 rings), heteronuclear-PACs, and hydroxy-PACs were used as standards (Across Chimica, 
Belgium). The studied fossil fuels were: a heavy oil (45OoC+ vacuum Brent residue); several 
petroleum asphaltenes: a raw one (RAsph), their derived n-butylated asphaltene (BuAsph) and that 
treated with C,H,-CH, radical (PhCB Asph), using reductive alkylation; a coal-derived product, 
obtained tiom hydroliquefaction of a Spanish coal at 430°C for 30 min, under a NJH, atmosphere, 
without solvent, and subsequently extracted with DCM. 

TLC-FID runs. Procedure details have been reported in previous works (2,5). Sample application 
(0.2-2 pL) was carried out using a 3202/1S-02 automatic sample spotter, (SES, Germany). 
Chromatographic separation was performed on S-111 chromarods (silicagel, 5 pm particle size, 60 A 
pore diameter). Quantification of peaks was carried out using an latroscan Mark 5 TLC-FID apparatus 
(Iatron Labs). Acquisition and treatment of data were carried out as reported elsewhere (5). 
Samples were solubilized in DCM (15 mg nC'). Chromarods were developed after sample 
application, using two different elution sequences: 
1) in the case of the studied heavy oil, n-hexane (38 min), toluene (3 min), DCWmethanol95/5 v/v 
(30 sec). The following peaks were separated (f 0.01 min): saturates (retention time, r.t.: 0.18 min), 
aromatics (r.t.: 0.29 min), polars (r.t.: 0.39 min), and uneluted (r.t.: 0.47 min), and 
2) in the case ofthe studied coal hydroliquefaction product and petroleum asphaltenes, n-hexane (38 
min), toluene (20 min), and DCWmethanol95/5 v/v (5  min). Peaks from sequence 2 were (i 0.01 
min): saturates (r.t.: 0.14 min), aromatics (r.t.: 0.24 min), polars (r.t.: 0.36 min), and uneluted (r.t.: 
0.48 min). 
The amounts (pg) of the studied PACs reported throughout the text correspond to the mass effectively 
injected. The response of a given standard is defined as its corresponding area counts (pV s-I), A. The 
response factor of each standard is defined as A per mass unit, m (pg). Only absolute response factors 
are used throughout this paper. 

Flame and chromarod temperature measurements. These were made using a data acqu 
system consisting of two thermocouples (Thermocoax, type K, 0'5 mm diameter, for the flame, and 
Thennocoax, type S, 1 mm diameter, for the chromarods), a Fluke Hydra 2620 multichannel data 
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acquisition unit, and an HP-95 handheld computer to receive and store the data. A serial RS-232-C 
connection was used to send the data from the data acquisition unit to the computer. 

Isolation of fractions for  absolute calibration. Preparative TLC was carried out on a silicagel 
aluminium sheet (20 x 20 cm 0.2 nun layer). Aromatic fraction was developed using toluene, and 
polar fraction using DCWmethanol 9515, v/v. Solid Phase Extraction (SPE) was carried out on 
silicagel. Samples were preadsorbed in CaCO, using DCM. This solvent was further removed at 50°C 
under vacuum ( I  5 mbar). The powder was placed on the top of a polypropylene syringe which 
contained 5 g of silicagel. Subsequently, 20 ml of toluene, and 40 ml of DCM were consecutively 
eluted through. 
Purity of fractions were monitored using either TLC-FID or TLC-scanning UV. 

TLC-scanning UV. Silicagel plates were also used. Eluants used for development were the same as 
in the case ofTLC-FID. W scanning was carried out using a Shimadzu CS9301PC densitometer, and 
its corresponding data acquisition and treatment software. Wavelength working range was 200-700 
nm. Linear scanning in reflectance mode was used. 

RESULTS AND DISCUSSION 
TLC-FID instrumental performances with regard to quantitation 
Given that one of the aims of this work was to evaluate the performance of TLC-FID technique 

tetraphenylnaphthacene) was chosen to allow an in-depth study of FID linearity, apart from the above- 
mentioned standards. Rubrene has a high Molecular Weight (MW= 532) and low volatility (is., 
6.373*106 mm Hg at 171OC). Repeatability of absolute response factors (as RSD %, which was 
measured at 5 pg of sample load) was, in general, lower than 5 for all the standards, regardless of their 
volatilities. 
Linearity was evaluated with regard to sample load and scan speed (Tables 1 and 2, Figure I). 
Responses of standards were adequately fitted to logarithmic regressions in the whole mass range 
studied (0.1-12 pg) because deviations from linearity were found at sample loads lower than 1 pg. For 
the lowest mass range ( < I pg), repeatabilities were worse (1 I %  RSD) than those obtained at higher 
sample loads (< 5% RSD), and this should be considered when a quantitative analysis is to be done. 

intercepts, with low relative errors. 
A particular possihility of TLC-FID is to vary the scan speed. Fitting of responses at different scan 
speed showed the same pattern that those previously mentioned. As scan speed decreases: i) FID 
response also decreases, and ii) a greater deviation from the linearity for sample loads lower than 1 
pg was found. Similar response factors were obtained using 30 or 35 s scan-'. In the case of the 
slowest speeds (Le., 60 s scan-'), smaller, although linear, signals were obtained. This could be used 
in order to inject higher sample loads in cases in which a given mass saturates the detector. 
Preluninaryresults, obtained from the measurements of chromarod and flame temperatures seem to 
indicate that volatilization of rubrene prior to combustion should not take place. 
Criteria about sample volatility limits for TLC-FID analysis can be developed using pure standards. 
Although the absolute response factors vary for different petroleum fractions (saturates, aromatics, 
and polars), and for Merent homologous series of pure compounds, they are reasonably uniform for 
alkanes longer than C,, and aromatics with 4 or more rings. In the case of alkanes studied, the 
response factor of n-C,, (0.1 mm Hg vapor pressure at 150°C) was 0.718, and that of a saturate 
fraction (CI2+) from a heavy oil was 0.801. n-Alkanes shorter than C, (vapor pressures higher than 
0.3 mm Hg at, 15OOC) showed significantly lower response factors. In the case. of PAHs, response 
factors were near to unity for four or more-ringed standards, and for an aromatic fraction obtained 
from a heavy oil. 

Calibration methods and quaphitative TLC-FID results 
The absolute calibration method is usually performed when a quantitative HGTA of fossil h e l s  is 
required. Thus, fractions isolated from the fossil fuel itself are used as external standards for each 
peak. MPLC is mostly used for fraction isolation. This is time-consuming although it is convenient 
when further characterization of peaks must be done using other external techniques. As well, linearity 
of responses for each standard is not a necessary condition for the application of this method. 
A fast calibration method based on a variety of the internal normalization (VINM) was applied to 
several coal and petroleum products, in previous works (2, 5, 6). Its basis is as follows: if the FID 
response of each peak in a given sample versus the mass of whole sample can be linearized (with 
forced zero intercept), then this calibration procedure is theoretically equivalent to the absolute 
calibration. Therefore, area percentage from the chromatogram is equal to mass percentage in the 
problem sample within the linear zone. VINM is a quantitative, quality-control oriented procedure 
and no useful when preparative amounts of fractions are required. However, the tedious 
prefractionation required in the absolute calibration of fossil fuels is substituted for a rapid TLC-FID 
s c r e w  of s e v d  different masses of the whole sample, which can be done in 1 or 2 Iatroscan runs 
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(2-3 hours, and mililiters of eluants). 
The agreement between both calibration methods for the studied asphaltenes is presented in Table 3. 
In this Case, the isolation of fractions for absolute calibration was carried out using preparative TLC, 
instead of MPLC. Table 4 also shows an agreement between both calibration procedures for another 
type Of sample: a coal hydroliquefaction product. Likewise, the use of either preparative TLC or SPE 
for absolute calibration gave similar results. These techniques save time when compared to that of 
MPLC (hours vs days) when absolute calibration is necessary. 

Quantitative application of VINM for asphaltenes and other fossil fuels 
Table 5 shows the linearity ranges from VINM in the case of the studied asphaltenes, and, for 
comparative purposes, in the case of a heavy oil. In this table, repeatability is expressed as a mass 
range semi-interval (* wt.%) for 95 % confidence level. A previous work (2) demonstrated that mass 
range semi-intervals for each peak from a heavy oil were narrower than those tolerated using the 
ASTM D2007. Furthermore, TLC-FID experiments are fast, and ASTM D2007 consists of a time- 
consumhg preparative MPLC with a previous removal of asphaltenes. 
Linearity from VINM is usually accomplished in restricted mass intervals, and the analyst has to 
choose the range of application depending on the obtained regression coefficients. Likewise, the range 
of sample bad for application of this procedure depends on the sample nature. It must be stressed that 
this linearity interval refers to the whole sample and not to the mass of each fraction. Although 
regression coefficients are not good for the studied asphaltenes, experimental results continned the 
equivalence between the the two calibration procedures. 
After performing the calibration and choosing the best linearity zone for each sample according to the 
regression coefficients, sufficient amount of sample must be applied onto the system in order to obtain 
quantitative results. Sample loads must be sufficiently high for the mass of each peak (taking into 
account its proportion) to be greater than 1 pg. As previously reported, masses lower than 1 pg 
present RSD % of nearly 1 I ,  and deviations from the linearity. 
AU the studied products present ranges more than sufficient for quantitative purposes in view of the 
small sample loads usually spotted using this technique. 

Validation of TLC-FID results using an external technique (TLC-scanning UV) 
As previously mentioned, TLC-FID is limited, to some extent, by volatility considerations. Although 
results from absolute calibration and VINM are in accordance, this would not necessarily imply that 
they are the true results. For this reason, results from TLC-FID were validated in this work using 
HPTLC-scanning UV with absolute calibration using the corresponding fractions as external 
standards. These were fractionated from the products using preparative TLC. Volatility is not a 
limitation for quantitative application of spectroscopic techniques, such as W. 
As samples used for validation must not contain alkanes, which do not absorb in the wavelength range 
used, one product without alkanes was chosen for validation test. Table 4 presents the agreement 
between the results from TLC-FID using both absolute calibration and VINM, and from HPTLC- 
scanning uv. 
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Table 1.- Linearity of FIII dctcctor with sample load. 

Sample Linear Regression Logaritmic regression 

A = 663.4 * m - 19.26 
(r = 0.9977) 

A = 677.5 * m - 228.7 
(r = 0.9977) 

A = 975.9 * m - 111.5 
(r = 0.9986) 

A = 573.0 * m - 102.0 

A = 886.0 * m - 390.5 

A = 761.2 * m + 205.4 

A = 1074 * m -53.79 
(r = 0.9990) 

Log A = 0.9363 * Log m + 2.849 
(r = 0.9973) 

Log A = 1.105 * Log m + 2.719 
(r = 0.9990) 

Log A = 1.0747 * Log m + 2.927 
(r = 0.9973) 

Log A = 1.144 * Log m + 2.629 
Fluorene (r = 0.9934) (r = 0.9972) 

Log A = 1.148 * Log m + 2.796 
Fluoranthene (r = 0.9977) (r = 0.9991) 

Log A = 1.0747 * Log m + 2.895 
Pyrene (r = 0.9905) (r = 0.9925) 

Log A = 1.084 * Log m + 2.976 
(r = 0.9979) Rubrene 

n-Tetrdcosane 

Phenanthrene 

Benzo-a-pyrene 

Table 2.- Error percentage' of linear and logarithmic regression in the case of rubrene for different 
scan speds and sample loads. 

Linear Regression 

Scan Speed (s scan ) 

Masa 25 30 35 50 60 

0.6 -4.69 -11.93 -36.94 -61.55 -48.67 

1.8 1.32 0.48 -0.72 -3.7 -5.2 

2.9 0.14 -2.95 -4.65 -1.54 -7.36 

4.1 5.22 1.64 3.23 -3.45 -7.13 

5.3 -3.59 -0.06 -0.32 3.02 -6.54 

Reg. Coef 0.9979 0.9996 0.9984 0.9974 0.9923 

Logarithmic Regression 

0.6 -0.16 -0.45 -1.23 -2.08 -2.08 

1.8 0.16 0.8 1.88 2.8 3.07 

2.9 -0.06 -0.13 0.05 0.86 0.44 

4.1 0.55 0.1 0.12 -0.81 -1.17 

5.3 -0.51 -0.35 -0.96 -1.09 -0.6 

Reg. Coef 0.9993 0.9993 0.9967 0.9942 0.9946 
!rror W between the corresponding experimental value and that predicted from the correspondii 

fitting curve. 
Regression coefficient obtained in the mass range 0 - 5.3 pg. 

Table 3.- Absolute and VINM calibration of petroleum asphaltenes using TLC-RD. 

Calibration method Aromatics Polars Uneluted 

64.4 

VINM 1.5 30.7 I -ph Absolute Calibration 1.8 33.8 

VINM 11.5 69.9 18.9 

Absolute Calibration 13.0 68.0 19.1 

VINM 23.4 64.7 11.9 

Absolute Calibration 20.9 67. I 12.0 

BuAsph 
.. .......................... -. - 

PhCHAsph 

I' 

/ I  
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TLC-FID 

Isolation method Aromatics I'olars Uneluted 
Absolute TLC 29.0 62.6 8.4 

Calibration 30.6 60.4 ............... ................................................................................... APE .......................................................................................................... - 

i 

I 

Absolute 
Calibration 

i 

TLC-UVVIS 

Isolation method Aromatics Polars Uneluted 
TLC 30.1 62.2 7.7 

I 

t 

I .2 

I 

0.8 
0 

LL 

I 
5 0.6 
P 
2 

0.4 

0.2 
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ASPHALENE SELF-ASSOCIATION - 
A COMPUTER SIMULATION STUDY 

P.S. Subramanian and Eric Y. Sheu 
Fuels and Lubricants Technology Department, 
Texaco Inc., P.O. Box 509,Beacon, NY 12508 
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INTRODUCTION 
Self-association of asphaltenes and the resulting colloidal-like particle 

structure, polydispersity, and other physical properties have drawn great 
scientific attentioli in the past decade. They are relevant to oil production, 
transportation and refining. One key question is yet to be answered is the 
energies that are involved in the self-association process. From 
thermodynamical point of view, the conventional micellization process is 
mainly driven by the hydrophilicity-hydrophobicity imbalance. Other 
energies, such as packing, double layer interacting, etc., often play minor 
roles only. The self-association of asphaltenes appear to be very different. 
Asphaltenes are defined based on the solubility. Their molecular structures 
are not unique. The molecules often consist of various degree of polynuclear 
aromaticity. No distinctive hydrophilic and hydrophobic portions in the 
molecules can be identified. Additionally, asphaltenes only self-associate in 
the organic environment with low permmittivities. This amounts to saying 
that the hydrophilicity-hydrophobicity imbalance should not be the governing 
factor, and that the interactions between molecules are short ranged. In the 
past decade, experiments, theories and computer simulations have been 
reported on this issue [I-31. Good progress has been made, however, the 
fundamental understanding of the self-association mechanism is still lacking. 

In this study, we performed a molecular dynamic simulation to study 
the self-association process. The aim is to identify the goveming energy in 
this association process. One difficulty in this simulation is to mimic the real 
systems. It requires in-depth knowledge of the system. In our case, we chose 
the Ratawi vacuum residue (VR) derived asphaltene as the system. Ratawi 
VR asphaltene have been well studied in our laboratory. Data regarding its 
elemental analysis, chemical properties, and physical properties are readily 
available for us to construct the molecular structures, distribution and the 
initial configuration of the simulation. 

COMPUTATIONAL DETAIL 
The simulation consists of 64 asphaltene molecules ranging in size 

from 3 rings to 11 rings structure. The ring distibution was based on the 
Gaussian distribution with the peak at the 7 ring structure [4]. Two systems 
were modeled. One at a concentration of 0.015 wt % (below the critical 
micelle concentration, CMC) and the other at 5 wt % (above CMC). The size 
of the cell was chosen to represent the system at the desired densities. With 
the above concentrations, the corresponding cell dimensions are 743.0 A and 
108.8 A respectively. The molecular dynamic (MD) simulation was 
performed using CERIUS2 [5]. The molecules were placed randomly in the 
cell using the amorphous cell module in the Cerius2 package to define the 
initial configuration. This was followed by energy minimization. During the 
energy minimization process, the Dreiding force field was used to account for 
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both inter- and intra-molecular interactions except the electrostatic ones [6]. 
A dielectric, continuum of 3.5 was used to model the solvent. Dreiding Force 
field was not used to compute the electrostatic interactions because it 
calculates the monopole-monopole interactions only. One can still use the 
Dreiding Force field for computing electrostatic interactions, provided the 
monopole-monopole interactions calculated can represent a good estimate of 
the intramolecular dipole moments. We tested several computation packages 
on tlus issue. We used charge equilibration, MOPAC6 [7], and CHARMM 
[SI to compute the electrostatic interations, then evaluate the dipole moments 
estimated and compared with the experimental values. Single ring and double 
ring molecules as the test cases, MOPAC6 was found to be far superior to 
the other two packages as far as dipole moment representation is concerned. 
We thus calculated the electrostatic charges using MOPAC6. The MD 
simulation was lasted for 250 picoseconds (ps) where the system energy 
starts to be stable. 

J 

RESULTS AND CONCLUSION 
Figure 1 and 2 show the simulation results for the 0.015 wt % and 5 wt 

% respectively. As one can see, the 0.015 wt % does not show significant 
self-association. Dimers do exist, but no large aggregates are observed. On 
the other hand, the 5 wt % shows aggregates of various sizes. F (see figure 2 )  
is a small aggregate while B, C, D and E are large ones of different shapes. 
Their common feature is the short range stacking phenomenon. The 
maximum stack observed contains approximately 7 asphaltene molecules. 
This was predicted by Yen based on the solid phase compounds. In solvent, 
these stacks appears to preserve. However, the stacks are loose and 
somewhat irregular (see D in figure 2). Aggregate B is a good example. It 
consists of many short range stacks linked loosely together. As a result the 
aggregate does not show well defined cylindrical shape. It appears more like 
a sphere. This is also true for aggregate A, C and E. Aggregate D is more 
like a cylinder although the stacking direction changes afier 7th molecules. 
We also foimd a monomer in this simulation (unmarked molecule in Figure 2 )  
which may or may not be significant. In order to evaluate the importance of 
the dipole-dipole interaction, we used the charges obtained fkom charge 
equilibration method to compute the electrostatic contribution, which under 
estimate the dipole moments for simple molecules. The result shows a 
collapse of the molecules into a single huge aggregate. Since experimental 
data fkom small angle neutron scattering ( S A N S )  and small angle X-ray 
scattering (SAXS) [1,9] have indicated the average size of the aggregates to 
be approximately 30 ?, ihe occurrence of a collapse single aggregate phase 
should not be the case. This indicates, at least indirectly, that dipole-dipole 
interaction must play an important role in controlling the self-association 
process. 

From the nucleation process point of view a system can undergo 
nucleation only when the dipole moment of the system is zero. If a non-zero 
dipole moment is introduced, the nucleation process would be terminated at a 
some point and the nucleation process would not be complete. This seems to 
be the case in asphaltene self-association process. The self-association of 
asphaltenes can be viewed as a nucleation process. It is initiated when 
concentration exceeds the CMC [9]. At the beginning stage, the molecules 
stack to form cylindrical-like aggregates. This process is then terminated 
partially due to non-homogeneous molecular structures which makes the 
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stacks loose, but mainly due to non-zero dipole-dipole interactions. As a 
result, the phase separation occurs only at microscopic length scale, similar to 
a micelle solution, though the energies involved are completely different. The 
dipole moments can arise from the structural arrangement of the atoms in the 
molecules and the heteroatoms (Nitrogen, sulfur, nickel, vanadium etc.) that 
are commonly found in asphaltenes. 

[ 11 For reference, see Asphaltene and Asphalts, Developments in Petroleum 
Sciences, edited by T. F. Yen and G. V. Ghilingarian, Elsevier, Amsterdam, 
( 1994). 
[2] J. G. Speight, The Chemistry and Technology of Petroleum, 2nd ed.; 
Marcel Dekker, New York, (1991). 
[3] I. Kowalewski, M. Vandenbroucke, A. Y. HUC, M. J. Taylor, and J. L. 
Faulon, Energy & Fuels, 10,97 (1 996). 
[4] C. Y. Ralston, S. Mitra-Kirtley and 0. C. Mullins, Energy & Fuels, 10, 
623 (1 996). 
[5] Cerius2 is marketed by BIOSYMIMolecular Simulations Inc., 9685 
Scamton Road, San Diego, California, USA. 
[6] Mayo, S. L.; Olafson, B. D.; Goddard In, W. A. J. Phys. Chem. 1990, 
94,8897. 
[7] MOPAC6 is a semi empirical package available from Quantum 
Chemistry Program Exchange (QCPE), Indiana University. 
[8] CHARMm (Brooks, B. R.; Bruccoleri, R. E; Olafson, B. D.; States, D. J. 
; Swaminathan, S.; Karplus, M., J. Comput. Chem., 1983,4, 187). 
[9] E. Y. Sheu, J. Phys. : Condens. Matter 8, A125 (1996). 
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Figure 1 .  MD simulation for 0.0 15 wt % Ratawi Aphaltene in solvent. 

Figure 2. h4D simulation for 5.0 wt % Ratawi Aphaitene in solvent. 
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SUMMARY 

The quantity and composition of polar materials present in heavy process streams 
have an impact on the strategy used for their processing and the resulting yield 
structure, A chemical procedure was employed to deoxygenate the polar material 
which were later separated into aliphatic, aromatic, and residual polar fractions. 
These fractions were analyzed to determine their compositions. It was found that the 
deoxygenated hydrocarbon backbones of aliphatic and aromatic fractions derived 
from polar material are very similar in composition to the corresponding fractions 
separated from the original feed. However, structures that undergo easier oxidation 
are concentrated in the derived backbone fractions. The main components of the 
residual polar fractions obtained after deoxygenation are basic nitrogen compounds, 
polyheteroatom molecules, aliphatic sulfones, etc., that are resistant towards 
chemical processing. 

INTRODUCTION 

Most of the results published in the open literature concentrate on the analysis of 
polar compounds with a single functional group. For example, the carboxylic acids 
have been widely investigated (1 -4). Seifert identified carboxylic acids associated 
with a variety of aliphatic, aromatic and heterocyclic (S- and N-containing) 
backbones (1,2). Cason isolated and identified isoprenoidal acids from California 
crudes (3,4). Sulfoxides represent another large group of polar compounds 
particularly in crudes that have a high total sulfur content. Strausz et al. described a 
method for converting polar sulfoxide molecules to low polarity sulfides that can later 
be separated from the polar matrix by chromatographic techniques (5). Basic 
nitrogen compounds represent the majority of nitrogen in the polar fraction (6-1 1). 
However, neutral and acidic nitrogen compounds with polar functional groups (e.g. 
carbonyl) are also present in the polar fraction (1). In this work we attempted to 
analyze the polar fraction of a crude and account for all polar functionalities and the 
hydrocarbon backbone with which these polar functionalities are associated. 

EXPERIMENTAL PART 

Reaaents. 
All solvents used were reagent or HPLC grade. Silica gel, mesh 100-200, Grade 923, 
supplied by Davison Chemical, was activated in an oven at 500°F for 24 hours. 
Alumina was purchased from ICN Biochemicals. 

Instruments. 
The GCIMS chromatograms were collected on Finnigan TSQ-70 and Kratos MS 80 
instruments. The gas chromatographs on both instruments were equipped with J&W 
Scientific DB-5 columns, 30 m, 0.25 mm ID, 0.25 pm film thickness. Kratos MS 50 
instrument was used to acquire field ionization mass spectra. 

Simultaneous Chromatograms (GCIFID, GCIFPD-sulfur) were recorded on a Varian 
3400 instrument, using a JBW DB-5 column, 30 m, 0.53 mm ID, 1.5 pm film 
thickness. 
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The FTlR spectra were recorded on a Mattson Sirius 100 instrument. 

PROCEDURE DESCRIPTION. 

The polar fraction, 2.5 weight percent of the original material, was separated from the 
550'F-105OOF fraction of a crude on silica gel. A sequence of hexane and toluene 
were used to elute aliphatic and aromatic fractions. The polar fraction was eluted 
with 50/50 vol% rnethanol/toluene and 50/50 vol% methylene chloride/acetone. The 
chemical procedure used to deoxygenate the polar fraction is similar to that 
described by Seifert et. al. (2). The sequence of LAH reduction, tosylation, and LAH 
reduction on the polar fraction gave an overall yield of 90.1 weight percent. Mass 
loss is expected due to removal of functional groups; however, some loss may be 
due to sample handling. 

The chemically processed material was separated on silica gel into an aliphatic 
(Aliphatic Backbone), an aromatic (Aromatic Backbone), and a residual polar (Polar 
Backbone) fractions. The Aliphatic Backbone fraction was eluted with hexane, the 
Aromatic Backbone fraction was eluted with toluene, and the Polar Backbone 
fraction was eluted with 50/50 vol% methanoVtoluene and 50150 vol% methylene 
chloride/acetone. The aromatic fraction derived from the chemically processed polar 
fraction'was further separated on alumina impregnated with 4% of silver nitrate (12). 
Aromatic Backbone Fraction-1 (ABF-1) and. Aromatic Backbone Fraction-2 (ABF-2) 
were eluted with toluene, Aromatic Backbone Fraction-3 (ABF-3) with 5/95 vol% 
methanoVtoluene, and Backbone Fraction4 (ABF-4) with 30/70 vol% 
methanoVtoluene and 50/50 vol% methanokoluene. Residual silver nitrate was 
removed from ABF-3 and ABF-4 by extraction with distilled water. 

RESULTS AND DISCUSSION 

Selective reactions, outlined in the Experimental Part, remove reactive functional 
groups responsible for the polarity of molecules present in the polar fraction. Lithium 
aluminum hydride (LAH) reduces functional groups such as carboxylic acids, 
aldehydes, esters, ketones, acid anhydrides, and amides to hydroxyl groups (13). 
Then, hydroxyl groups are converted to the corresponding tosylates, which are later 
reduced with LAH to the hydrocarbon backbone (2). 

The polar functional group can be associated with an aliphatic or an aromatic 
. structure or attached to an aliphatic fragment of the aromatic molecule (naphthenic 

ring or alkyl side chain of an aromatic molecule). Also, a polar functional group can 
be attached to structures bearing a heteroatom. 

Sulfoxides, another large group of polar compounds, are reduced to sulfides during 
the first reduction with LAH (5). Sulfides remain intact during tosylation and the 
second reduction with LAH. 

Sulfones of thiophenes are easily reduced with LAH; however, sulfones of sulfides 
are difficult to convert back to sulfides. Reduction reactions of various functional 
groups with IAH are summarized by Hudlicky (13). 

Infra-red 
Infrared spectroscopy was used to quantify the contribution of various functional 
groups using average absorption coefficients reported in the literature (14,15). The 
result of this quantitative analysis is as follows: carboxylic acids and other carbonyls 
8 weight percent; sulfoxides 47 weight percent; phenols and alcohols 12 weight 
percent. 

SeDarations 
The Aliphatic Backbone fraction represents only 4.5 weight percent of the chemically 
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processed material (Table 1). Table 2 shows the group type distribution of the 
Aliphatic Backbone fraction and of the aliphatic fraction separated from the original 
crude fraction by a similar method. The Aliphatic Backbone derived from the polar 
fraction has a strong paraffinic character and absence of sulfur compounds (Figure 
1). It is apparent from these data that the character of both aliphatic materials is 
similar. 

The chemically processed polar fraction contains 65.2 weight percent as the 
Aromatic Backbone fraction (Table 1). This material contained high concentration of 
sulfides (Figure 1). This group of compounds was further separated from the rest of 
the aromatic matrix, as outlined in the Experimental Part. 

The first two fractions eluted with toluene, were relatively small. The weight percent 
distributions and elemental analyses for ABF-1 and ABF-2 are shown in Table 1. 
ABF-1 and ABF-2 consist of aromatic hydrocarbons, thiophenic compounds, and 
nitrogen compounds having a pyrrolic ring that originated from the polar precursors. 
Pyrrolic nitrogen compounds are significant contributors to ABF-1 and ABF-2. 
Calculated from the average molecular weight and nitrogen content, determined by 
field ionization mass spectrometry (FIMS), ABF-1 and ABF-2 contain 43 and 63 
weight percent of pyrrolic compounds, respectively. Mononaphthenocarbazole is the 
most abundant in this series. 

Thiophenic compounds were identified in ABF-1 and ABF-2. Thiophenes could have 
originated from the corresponding sulfones or from thiophenes that had functional 
groups (R) reducible with LAH to hydroxyl. Based on sulfur measurements and 
average molecular weight from FIMS, ABF-1 and ABF-2 contain 6 and 11 weight 
percent of thiophenes, respectively. 

ABF-3 and ABF-4 derived from the polar fraction constitute a majority of the total 
Aromatic Backbone fraction (Table 1). These two fractions contain predominantly 
sulfides and a small amount of pyrroles. Sulfides present in the ABF-3 and ABF-4 
are very similar to the sulfides found in the corresponding fractions separated, by 
similar method, from the original crude fraction. Based on molecular weight from 
FIMS and nitrogen content, ABF-3 and ABF-4 contain 16 and 5 weight percent of 
pyrrolic nitrogen, respectively. 

It is remarkable that the chemically processed polar fraction contains 46.6 weight 
percent of material defined as sulfides. This high concentration of sulfides is in very 
good agreement with 47 weight percent of sulfoxides quantified by IR. Pyrroles, 
aromatic hydrocarbons, and thiophenic compounds represent 12.9, 0.9, and 4.8 
weight percent of the total polar fraction, respectively. 

The residual polar material, Polar Backbone, represents 29.3 weight percent of the 
chemically processed polar fraction and contains 3.26 weight percent sulfur and 2.57 
weight percent nitrogen (Table 1 and Figure 1). The Polar Backbone has substantial 
aromatic character (32% aromatic C and 9% aromatic H). Sulfur present in this 
fraction may exist in structures with polyheteroatoms, or sulfones and sulfoxides that 
are resistant towards reduction with LAH. Nitrogen is present mainly in the form of 
basic nitrogen compounds or polyheteroatom structures (8-1 3). Limited information 
was obtained from these data due to the high complexity of this fraction. More 
research is needed to characterize basic nitrogen and polyheteroatom compounds. 

CONCLUSIONS 

Removal of oxygen-bearing functional groups from the polar fraction produced non- 
aromatic and aromatic hydrocarbons (including those containing heteroatoms), and 
sulfides. 

The low level of Aliphatic Backbone in the polar fraction results from minimal 
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biodegradation of the original crude. Sulfoxides represent almost half of the polar 
fraction. It is suspected that sulfoxides may result from the oxidation during sample 
handling; however, indigenous sulfoxides can not be excluded. Pyrrolic nitrogen 
molecules that bear a polar group represent a significant part of the polar fraction. 
Pyrrolic molecules that contain naphthenic ring(s) are concentrated in the polar 
fraction, 

Polar fraction bear a striking resemblance to non-polar material of the original crude. 
That is, polar fraction differ in functionality, but its backbone is consistent with 
compounds from the non-polar material. We believe that this observation can be 
applied to the polar materials from other petroleum feeds and products. 
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TABLE I. MASS, SULFUR, AND NITROGEN BALANCES FOR CHEMICALLY PROCESSED 
POLAR FRACTION. 

(*) Measured by D 1552 
(") Estimated from FlMS 

(***) Charge to LC column after reactions 
("") Sum of ABF-1, ABF-2, ABF-3, and ABF-4 

Trinaphthenes 
Tetranaphthenes 
Pentanaphthenes 
Hexanaphthenes 

TABLE 2. GROUP TYPE DISTRIBUTION IN ALIPHATIC BACKBONE FRACTION AND 

~ 

6.6 7.6 
7.9 6.3 
7.0 5.0 
0.0 1.7 

ALIPHATIC FRACTION SEPARATED FROM ORIGINAL MATERIAL 

Parafins 46 5 I c,n c, 
Compounds I Aliphatic Backbone I Allphatics-orlginal material 

--.- . _. -. . .. .. 
Mononaphthenes I 17.4 I 15.1 
ninanhthmp% I 1  9 19 n I 

FIGURE I. GC TRACES (FID a FPD-SULFUR) FOR CHEMICALLY PROCESSED POLAR 
FRACTION. (A) ALIPHATIC BACKBONE, (B) AROMATIC BACKBONE, (C) POLAR BACKBONE 
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THE NATURE OF RESINS AND ASPHALTENES 
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Keywords: asphaltene, resin, paramagnetic resonance, electrolytic dissociation 

In 1944, Zavoisky [ I ]  discovered electronic paramagnetic resonance (EPR), a tool for direct 
detection of unpaired electrons in molecular systems, which gave rise to a new avalanche of 
studies on radical reactions and paramagnetic phenomena, and in 1957 Garifyanov and Kozyrev 
[2] found unpaired electrons in petroleum-like systems and thus proved the presence of free 
radicals in these systems, Thereafter, the role of radicals in petroleum-like systems was discussed 
rather [for example 3,4]. However, it could not be evaluated adequately because of the absence of 
any methodical basis for correct determination of the number of unpaired electrons in the 
petroleum-like system under investigation. Thus, Flinn et al. [5 ] ,  based on the published estimate 
for the paramagnetism of asphaltenes 10" spins/g, arrived at the conclusion that for every 100 
molecules there is one h e  radical. This estimate gave rise to the wide-spread opinion that the 
role of paramagnetics in asphaltene structures is insignificant. However, once a method for 
rigorous quantitative estimation of the fraction of paramagnetic molecules has been developed 
[6], the paramagnetism of petroleum-like systems is estimated as 10'' (for gasolmes), lo'' -10'' 
(for oils), I O i 9  -10'' (for asphaltenes), and IO2' spindg (for carbenes-carboids, some 
cokes, and insoluble carbonic materials). Even for some petroleums (e.& Archinskoe petroleum 
of Tomsk region), the paramagnetism is abnormally high IO2' spindg), which is a direct indication 
of the specific role played by paramagnetic molecules in petroleum-like systems. 

Other evaluations of asphaltenic-resin systems are the following. 
a. Those systems have no FREE IONS, namely the dissociation of molecules by action of the 
kinetic energy movement does not go through the heterolytic mechanism, but through the 
homolytic mechanism. 
b. The experiments show that organic acids and bases concentrate not in asphaltenes, but into 
maltenes with minimum of their contents into the resins (carbon radioactive label), namely the oil 
systems (with the asphaltenes and resins) contain minimum (or zero) amount of polar molecules. 
This is confirmed by the value of dielectric constant of oil systems, which is close to benzene. 
c. The quantmechanic calculations show, that the potential energy of attraction between the 
molecules of compounds in oil systems maybe the following: 

1. Ion+ion. AlTRACTION. However, the ions are absent. 
2. Radical+radical. ATTRACTION. Radical existing in the system and those formed as a 

result of homolytic reactions, recombine or transition into the singlet state or associate depending 
on volume restrictions. 

3. Radical+charge-polarked molecules. ACIDATION. Therefore organic acids and bases 
concentrate into the maltene parts, but only minimum of their amount is found in resins. 

4. Radicalkharge and spin-neutral molecules. ACIDATION. Therefore, the radicals are 
rejected from the saturated carbon hydrogenates and other compounds with large dielectric 
constants. Under industrial conditions this process is entitled "DEASPHALTISATION". 

5 .  Radicals+spin-polarised molecules. ATTRACTION. On this basis colloid particles of 
oil systems are built with radicals in the centre of a particle, surrounded with aromatic and 
heteroorganic molecules. 

6. Spin-polarised+spin-polarised molecules. The DIFFERENT DEGREE OF THE 
ENERGIES of ATTRACTION. On this basis circumference stratums of colloid particles are 
built. 

7. Spin-polarised+spin-neutral molecules. LITTLE, TILL TO ZERO ENERGIES OF 
ATTRACTION. On this basis the combination of the circumference stratums of colloid particles 
with encircling medium is built (with the paraffin-naphthene saturate hydrocarbons, in particular 
with maltenes in oil systems). A universal theoretical picture the common equation of potential 
energies maybe given for interaction between molecules: 

where: k, K - coefficients, e - natural logarythm, r - distance between the interaction centres. The 
coefficient "K" may be either "+" or "-". The lattter denotes attraction. 
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The Zero member beats reflects exchangeable interactions between radicals, the first - charge 
between ions, the second - between ions and charge-polarised molecules, the third - between 
radicales and spin-polarised molecules, the fourth and fifth - between breakwater molecules with 
different degree of spin and charge polarization (multipole members), and the sixth - between 
neutml molecules (Van-der-Vmls member). 

d. From quantum mechanics considerations the vinal-theorem for compound-mixtures 
must be followed: 

<T>=l/2n<V> (2)> 

where "n" is the number ofgrsde on the variable "r" in formula (1) with allowance for the sign of 
grade, and "T" - kinetic energy. The brackets o denote the middle meanings of energies. 

Out of formula follows the strict necessity of coordination of acts for the alteration of potential 
energies of attraction-acidation between molecules and of the kinetic energies of their movement 
with distance between interacting molecules in physical-chemical processes, into this numerals 
homolytise, heating, cooling, in chemical reactions and etc. 

e. Molecules with unpaired spin will not give NMR-spectra (coordinately with quantum 
mechanics considerations). The oil samples with high number of spins give weak (low intensity) 
NMR-spectra, what is attributed from the few contribution of diamagnetic molecules (some of 
asphaltenes will not give NMR-spectra at all), that is well coordinated with theory. The 
theoretical and experimental results allow estimation and understanding of the nature of resins 
and asphaltenes in oil dispersed systems. 

The contradictory explanation of the colloidal structures of petroleum systems in terms of charge 
phenomena (electrolytic dissociation, donor-acceptor interactions, hydrogen charge-dipole 
interactions, etc.) called for both a new theoretical base and a complex comprehensive 
interpretation of the information obtained by chemical and instrumental methods for analyzing 
petroleums, petroleum products, resins, asphaltenes, and other petroleum-like materials, which 
has been reduced to several basic principles that are in excellent agreement with all available 
experimental data. These principles are discussed here. 

There is no doubt that, the process of excitation andor homolytic dissociation is a process 
actually identifiable with the use of instruments intended for physical investigations; second, 
from theoretical (quantum mechanical) reasonings it should be stated that this process fails not to 
occur, and, third, this process does occur on introduction of a solvent into a disperse petroleum 
system andor its heating. Therefore, the statement is valid that the study of the interaction of 
the molecules of the solvent introduced with the molecules of associative combinations under 
varied conditions may be of primary importance for the technology of raw petroleum 
transformation in the near future. 

In view of the importance of these results for the chemistry of solvents, in particular, 
petroleums, we present below the fundamental aspects of the chemistry of petroleum-like 
systems inherent in any non-water solutions and in some low-polarity water solutions. 

1. Asphaltenes (beiing a type of powder) are not involved as components in petroleum 
(petroleum-like) systems, but they are formed in the process of action of a solvent on the system 
as associative combination of molecules having a higher density than the solution and separated 
from the system to form a precipitate. 

2. The reason for the appearance and existence of asphaltenes is the presence of paramagnetic 
molecules that have positive potential energies of interaction with respect to saturated 
hydrocarbon molecules (repulsion) or other type molecules with sigma-bound atoms. 

3. The possibility for the prolonged existence of paramagnetic molecules in the medium of 
diamagnetic molecules is provided by a shell preventing radicals from recombination. The shell is 
formed by the same principles as the solvate shells in electrolytic solutions, but the forces 
therewith are quantum (exchange) rather than charge in nature. Low-activity mdicals may have 
thin shells or none at all. Active radicals will have heavy shells; in their nearest vicinity there WiU 
be accumulated molecules with a high energy of interaction with paramagnetic molecules, and the 
interaction energy will decrease in going to the periphery of the associative combination of 
mokcules. If the associate density is comparable with the medium density, no separation will 
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i occur, and the paramagnetic molecule will be able to exist for an infinitely long time in the center 
of the associate and will not recombine notwithstanding its high activity. 

4. Diamagnetic molecules which go into the triplet state or dissociate into radicals under minor 
energy actions (e&, on the order of a dozen of kilojoules per mole) are the basic molecules 
consisting resins. Owing to the kinetic energy of molecules, paramagnetic molecules are always 
present in small amounts in resins, that appear and due in equilibrium homolysis-recombination 
reactions. The range of energies required for a molecule to go into the triplet state or to dissociate 
into radicals may be rather large in view of the variety of molecules; so asphaltenes (precipitates) 
may occur from resins under the action of saturated solvents at elevated temperatures in 
substantial amounts. However, the molecules of such precipitates, when the original low- 
temperature conditions are reverted, recombine to transform again into the resin diamagnetic 
molecules. 

5 .  Resins are a potential source for asphaltenes owing to the high probability of homolytic 
processes; asphaltenes are a potential source for resins owing to the molecules present in the 
nearest surrounding of radicals in associative combinations. 

6 .  The properties of resins and asphaltenes are fundamentally independent of the atomic 
composition but depends on the energy of the interaction of atoms in molecules and molecules 
with one another. The varied element composition of resins and asphaltenes from various raw 
materials imparts them some specific properties, but the principles of appearance and existence 
of these associative combinations are almost independent of the composition. 

7. All properties of resins and asphaltenes are well explained by the quantum mechanical 
principles of the formation of homopolar interactions and fail to be explained in terms of 
heteropolar interactions. 

I 
I 

8. The properties of asphaltenes and resins are inherent in all types of viscous and liquid 
homopolar systems (petroleums, tars, homopolar schistose resins, homopolar carbonic 
hydrogenation products, etc.) and have an universal nature. 

9. The properties of homolytes and the regularities of the formation of associative combination in 
them dictate some rules for the application of instrumental techniques whose violation may result 
in artifacts. 

-Spectral characteristics (intensities of peaks and their positions on the frequency or 
angle axis) should be calculated (measured) with respect to quantitative references. 

-The references should not be introduced they may change (sometimes substantially) the 
system properties. For solid systems no changes of this type were noticed, with the exception of 
asphaltenes being concentrates of paramagnetic molecules with variable paramagnetism. 

-To obtain the spectral characteristic of a material, it is necessary to use a complete 
referenced spectrum. If a partial spectrum is used, even with referencing it is impossible to 
estimate the contribution of a given parameter into the properties in total. If this contribution is 
small and this has been overlooked, an artifact is inavoidable. 

IO. The paramagnetic nature of disperse homolytes, the peculiarities of the physical chemistry 
of the prohibited singlet-triplet and triplet-singlet transitions (diamagnetic-to-paramagnetic and 
reverse transitions of molecules) in petroleum-like systems, as well as, the quantum mechanical 
prohibitions for the filling of phase spaces by bosons, fermions, and paulions offer the 
possibility to predict certain types of chemical interactions in such systems. 

-The presence of molecules with a high degree of spin polarization and with unpaired 
electrons is responsible for the amphoteric nature of the properties of petroleum-like systems. 
Thus, the compounds precipitated on acid impregnates behave like the compounds precipitated 
on base impregnates. In a detailed analysis it is generally revealed that these are the same 
compounds which are precipitated in a way inherent in the precipitation of the high-polarity 
molecules whose high polarity is due to the readiness of forced charge polarization. Note that for 
this type of compounds both the ionization potential and the electron affinity are low. 

-In petroleum-like liquid mixtures, molecules with pronounced charge polarization or 
electrolytic dissociative ions are practically absent. All electrophoretic and electrical conductance 
phenomena in these systems are the consequence of the field-assisted charge polarization of 
various spin-polarized molecules and radicals. Therefore, both the cathode and the anode masses 
strongly vary qualitatively and quantitatively with electric field to the extent that the direction of 
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precipitation is changed which requires significant potentials, some orders of magnitude higher 
than those required for electrolytic dissociation. 

-All reactions with petroleum-like media are homolytic in nature, and the touch of 
heterogeneity in them is conditioned by the pronounced charge properties of specially used 
electrolytic reagents. However, the propositions of the ionic mechanism are often not justified 
even for fenic chloride, sulfuric acid, and the like. A study of catalytic reactions should also be 
performed with due account of the regularities revealed. 

11. As leads for further research, besides pending studies of already raised problems, it is 
noteworthy to develop adequate quantum mechanical and physicochemical models to describe: 

-the DPS states; 
-homolytic processes and the possibility of affecting their passage by fields; 
-the thermolytic reactions in the existing chemical works; 
-the catalytic reactions in the existing and predicted chemical works; 
-the mechanism of action of additives for stabilization, inhibition, inflammation, 

quenching, ignition, etc; 
-the DPS compounds showing the properties of radicals, biradicals, and spin-polarized 

particles with high and low degrees of spin polarization and the places of these compounds in the 
DPS. 

12. The most important line of studies, going far beyond petroleum chemistry, is research in the 
field of theory of liquids. It is for the first time since the impressive studies on electrolytic 
dissociation performed by Arrenius that we may say that homolytic dissociation has equally 
attracted the attention of researchers and the possibility has appeared to develop a unified 
theory of dissociation based on the available and future achievements in quantum mechanics with 
the goal to gain an understanding of the structure of liquid systems of any origin. 

In conclusion, we present several figures illustrating some experimental results to confirm the 
above fundamental inferences on the paramagnetic nature of the dispersions in petroleum-like 
systems. 
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ABSTRACT 

The tutorial provides an overview of time-independent physicakhemical properties as related to 
crystal structures. Page limitations proscribe only a description of hydrate properties; applications 
are detailed in other papers in this gas hydrate symposium. The following seven points are 
illustrated in this tutorial: 
1. Gas hydrates are crystalline compounds which form when small (<O.Snm) molecules contact 

water at temperatures above and below the ice point, with elevated pressures. 
2. Properties of SI and sII hydrate crystals are well-defined; measurements have begun on sH. 
3. Each volume of hydrate contains as much as 180 volumes (STP) of methane. 
4. Physical and chemical properties of hydrates are approximated by three heuristics: 

5. Three-phase (LHrH-V) equilibrium pressure depends exponentially on temperature. 
6. There is a need to characterize the hydrate phase directly (via diffraction, 
7. No acceptable model exists for hydrate formation kinetics. 

The reader may wish to investigate these details further, via references contained in several 
monographs, (Sloan, 1990; Sloan et al., 1994, Monfort, 1996). 

INTRODUCTION 

Gas clathrates (commonly called hydrates) are crystalline compounds which occur when water 
forms a cage-like structure around smaller guest molecules. While they are more commonly 
called hydrates, a carefid distinction should be made between these non-stoichiometric clathrate 
hydrates of gas and other stoichiometric hydrate compounds which occur for example, when 
water combines with various salts. 

G a s  hydrates of current interest are composed of water and the following eight molecules: 
methane, ethane, propane, isobutane, normal butane, nitrogen, carbon dioxide, and hydrogen 
sulfide. Yet other apolar components between the sizes of argon (0.35 nm) and ethylcyclohexane 
( 0 . 9 ~ 1 )  can form hydrates. Hydrate formation is a possibility where water exists in the vicinity of 
such molecules at temperatures above and below 273 K. 

Hydrate discovery is credited in 1810 to Sir Humphrey Day.  Due to their crystalline, non- 
flowing nature, hydrates became of interest to the hydrocarbon industry in 1934 (Hamrnerschmidt, 
1934), the time of their first observance blocking pipelines. Hydrates act to concentrate 
hydrocarbons: 1 cubic meter of hydrates may contain as much as 180 SCM of gas. Makogon, 
(1965) indicated that large natural reserves of hydrocarbons exist in hydrated form, both in deep 
oceans and in the permafrost. Evaluation of these reserves is highly uncertain, yet even the most 
conservative estimates concur that there is twice as much energy in hydrated form as in all other 
hydrocarbon sources combined. While one commercial example exists of gas recovery from 
hydrates, the problems of in situ hydrate dissemination in deepwater/permaftost environments will 
prevent their cost-effective recovery until the next millennium. 

WHAT ARE HYDRATES: HOW DO STRUCTURE RELATE TO PROPERTIES? 

Hydrates normally form in one of three repeating crystal structures shown in Figure 1, Structure I 
(SI), a body-centered cubic structure forms with small natural gas molecules found in situ in deep 
oceans. Structure I1 (sII), a diamond lattice within a cubic framework, forms when natural gases 
or oils contain molecules larger than ethane but smaller than pentane. sII represents hydrates 
which commonly occur in hydrocarbon production and processing conditions, as well as in many 
cases of gas seeps from faults in ocean environments. 

Mechanical properties approximate those of ice, 
Phase equilibrium is set by the size ratio of guest molecules within host cages, and 
Thermal properties are set by the hydrogen-bonded crystals within a range of guest sizes. 

Raman, etc.). 
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The newest hydrate structure H, named for the hexagonal framework, was discovered and shown 
by Ripmeester et al. (1987, 1991) to have cavities large enough to contain molecules the size of 
common components of naphtha and gasoline. Initial physical properties, phase equilibrium data, 
and models have been advanced (Mehta and Sloan, 1993, 1994a,b, 1996a,b,c; Udachin et al. 
1996), and Sassen et al. (1994) have found one instance of in situ SH in the Gulf of Mexico. 
Since information on structure H is in the fledgling stages, most of this tutorial concerns SI and 
SII. 

HYDRATE CRYSTAL STRUCTURES. 

Table 1 provides a hydrate structure summary for the three hydrate unit crystals (SI, sII, and sH) 
shown in Figure 1 .  The crystals structures are given with reference to the water skeleton, 
composed of a basic "building block" cavity which has twelve faces with five sides per face, given 
the abbreviation 5". By linking the vertices of 512 cavities one obtains SI; linking the faces of 512 
cavities results in sII; in SH a layer of linked 512 cavities provide connections. 

Interstices between the 512 cavities are larger cavities which contain twelve pentagonal faces and 
either two, four, or eight hexagonal faces: (denoted as 51262 in SI, 51264 in sII, or 5126' in sH). In 
addition SH has a cavity with square, pentagonal, and hexagonal faces (435663). Figure 1 depicts 
the five cavities of SI, sII, and sH. In Figure 1 a oxygen atom is located at the vertex of  each 
angle in the cavities; the lines represent hydrogen bonds with which one chemically-bonded 
hydrogen connects to an oxygen on a neighbor water molecule. 

Inside each cavity resides a maximum of one of the small, guest molecules, typified by the eight 
guests associated with 46 water molecules in SI (2[512]*6[51262]*46H20), indicating two guests in 
the 5'' and 6 guests in the 5126' cavities of SI. Similar formulas for sll and SH are 
( 16[512J*8[51264]* 136H20) and (3[5 12]*2[435663]*1 [51268]*34H20) respectively. 

Structure I a body-centered cubic structure forms with natural gases containing molecules smaller 
than propane; consequently SI hydrates are found in situ in deep oceans with biogenic gases 
containing mostly methane, carbon dioxide, and hydrogen sulfide. Structure I1 a diamond lattice 
within a cubic framework, forms when natural gases or oils contain molecules larger than ethane 
but smaller than pentane; sII represents hydrates from thermogenic gases. Finally structure H 
hydrates must have a small occupant (like methane, nitrogen, or carbon dioxide) for the 512 and 
435663 cages but the molecules in the 5126' cage can be as large as 0.9nm (e.g. ethylcyclohexane). 

TIME-INDEPENDENT PROPERTIES FROM HYDRATE CRYSTAL STRUCTURES. 

Mechanical Prooerties of Hvdrates. As may be calculated via Table 1, if all the cages of each 
structure are filled, all three hydrates have the amazing property of being approximately 85% 
(mol) water and 15% gas. The fact that the water content is so high suggests that the mechanical 
properties of the three hydrate structures should be similar to those of ice. This conclusion is true 
to a first approximation as shown in Table 2, with the exception of thermal conductivity and 
thermal expansivity @avidson, 1983, Tse, 1994). Many mechanical properties of SH have not 
been measured to date. 

Guest: Cavitv Size Ratio: a Basis for Prooertv Understanding. The hydrate cavity occupied is a 
hnction of the size ratio of the guest molecule within the cavity. To a first approximation, the 
concept of "a ball fitting within a ball" is a key to understanding many hydrate properties. Figure 
2 (corrected from von Stackelberg, 1949) may be used to illustrate five points regarding the 
guest:cavity size ratio for hydrates formed of a &guest component in SI or sII. 
1 .  The sizes of stabilizing guest molecules range between 0.35 and 0.75 nm. Below 0.35nm 

molecules will not stabilize SI and above 0.75 molecules will not stabilize sII. 
2. Some molecules are too large to fit the smaller cavities of each structure ( e g  C 3 b  fits in the 

5126' of SI; or i-CJIto fits the 5126' of sII). 
3. Other molecules such as CH, and N2 are small enough to enter both cavities (labeled as either 

512+51262 in SI or 512+5'*6' in sII) when hydrate is formed of those single components. 
4. The largest molecules of a gas mixture usually determines the structure formed. For example, 

because propane and i-butane are present in many thermogenic natural gases, they will cause 
sII to form. In such cases, methane will distribute in both cavities of sII and ethane will enter 
only the 5126' cavity of sn. 

5 .  Molecules which are very close to the hatched lies separating the cavity sizes appear to 
exhibit the most non-stoichiometry, due to their inability to fit securely within the cavity. 
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Table 3 shows the size ratio of several common gas molecules within each of the four cavities of 
SI and sII. Note that a size ratio (guest molecule: cavity) of approximately 0.9 is necessary for 
stability of a simple hydrate, given by the superscript “’”, When the size ratio exceeds unity, the 
molecule will not fit within the cavity and the structure will not form. When the ratio is 
significantly less than 0.9 the molecule cannot lend significant stability to the cavity. 

Consider ethane, which forms in the 5’’€i2 cavity in SI, because ethane is too large for the small 5’’ 
cavities in either structure and too small to give much stability to the large 51264 cavity in sII. 
Similarly propane is too large to fit any cavity except the 51264 cavity in sII, so that gases of pure 
propane form sII hydrates from free water, On the other hand, methane’s size is sufficient to lend 
stability to the 5” cavity in either SI or sII, with a preference for SI, because CH, lends slightly 
higher stability to the 5%’ cavity in SI than the 51264 cavity in sII. 

Phase Eauilibrium ProDerties. In Figure 3 pressure is plotted against temperature with gas 
composition as a parameter, for methane+propane mixtures. Consider a gas of any given 
composition (marked 0 through 100% propane) on a line in Figure 3. At conditions to the right 
of the line, a gas of that composition will exist in equilibrium with liquid water. As the 
temperature is reduced (or as the pressure is increased) hydrates form from gas and liquid water 
at the line, so three phases (liquid water + hydrates + gas) will be in equilibrium. With firther 
reduction of temperature (or increase in pressure) the fluid phase which is not in excess (gas in 
ocean environments) will be exhausted, so that to the left of the line the hydrate will exist with the 
excess phase (water). 

All of the conditions given in Figure 3 are for temperatures above 273K and pressures along the 
l ies  vary exponentially with temperature. Put explicitly, hydrate stability at the three-phase (Lw- 
H-V) condition is always much more sensitive to temperature than to pressure. Figure 3 also 
illustrates the dramatic effect of gas composition on hydrate stability; as any amount of propane is 
added to methane the structure changes (SI 3 sII) to a hydrate with much wider stability 
conditions. Note that a 50% decrease in pressure is needed to form sII hydrates, when as little as 
1% propane is in the gas phase. 

Any discussion of hydrate dissociation would be incomplete without indicating that hydrates 
provide the most industrially usefil instance of statistical thermodynamics prediction of phase 
equilibria. The van der Waals and Platteeuw (1959) model was formulated after the 
determination of the crystal structures shown in Figure 1. With the model, one may predict the 
three-phase pressure or temperature of hydrate formation, by knowing the gas composition. For 
further discussion of these details the reader is referred to Sloan (1990, Chapter 5 ) .  

Heat of Dissociation. The heat of dissociation (AI%) is defined as the enthalpy change to 
dissociate the hydrate phase to a vapor and aqueous liquid, with values given at temperatures just 
above the ice point. For SI and sII, Sloan and Fleyfel (1992) show that to a fair engineering 
approximation (*lo%) AI% is a function mostly of crystal hydrogen bonds, but also of the cavity 
occupied within a wide range of components sizes. Enthalpies of dissociation may be determined 
via the univariant slopes of phase equilibrium lines (In P vs. I n )  in the previous paragraphs, using 
the Clausius-Clapeyron relation [AI% = -zR d(ln P)/d(lK)], 

As one illustration, simple hydrates of C3H8 or i-CsIlo have similar AH., of 129 and 133 kJ/mol 
panda, 1986) because the both occupy the cavity, although their sixcavity ratios are 
somewhat different (0.943 and 0.976). As a second illustration, Figure 3 shows that mixtures of 
Cft  + C3Hs have a value of AH., = 79 Who1 over a wide range of composition. In such 
mixtures, C3Ha occupies most of the S1’6* cavities while C I t  occupies a small number of 5%‘ 
and many 512. In fact, most natural gases (which form sII) have similar values of AH.,. Figure 4 
shows similar line slopes (and thus AI% values) for binary mixtures of methane when the large 
guest is changed from C& to i-CsIlo, to n-Cd-Ilo. Similarly, over a wide range of composition 
for mixtures of methane and ethane, @values are similar (74 kJ/mol) for components entering 
both cavities of SI. Identical arguments may be used to explain similar AH., values of 79.5 f7% 
kJ/mol (Mehta and Sloan, 1996~) for SH mixtures of methane with seventeen larger components. 

CHALLENGES FOR FUTURE RESEARCH 

A review of the literature suggests that there are two imminent challenges for future research. 
First we must characterize the hydrate phase both in the laboratory and in the field. Secondly we 
must characterize the kinetics hydrates formation and dissociation 
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Measurements of the Hydrate Phase. For the hydrate phase there are two measurement 
techniques - diffraction and ~pectroscopic. Neutron diffraction (typified by Tse, 1994) can detect 
water atoms and guest molecules, while X-ray diffraction detects oxygen positions. Recently 
using X-ray diffraction Stem et al. (1996) have been remarkably successfd at converting 97% of 
ice to water, by raising ice grain temperatures above the solidus while under high pressure. 

Two types of spectroscopy are useful with hydrates: (1) nuclear magnetic resonance (NMR) with 
cross polarization (CP) and magic-angle spinning (MAS), and (2) Raman spectroscopy. Virtually 
all NMR hydrate work to date comes from the Canadian National Research Council. The first 
comprehensive review of NMR studies of clathrates was written by Davidson and Ripmeester 
(1984). and a thorough update has been written by Ripmeester and Ratcliffe (1991). Of Nh4R 
hydrate compounds Xe has obtained prominence due to its large (ca. 100 ppm) chemical shift. 

Recently Sum et al. (1996) have shown that Raman spectroscopy can be used to determine the 
fraction of filled cages in hydrates, and the fraction of various components in the cages. Since 
Raman appears to be both more versatile and less resource intensive, it holds substantial 

Measurements of Hvdrate Kinetics. Most hydrate kinetics research has come from the laboratory 
ofBishnoi, notably the work ofEnglezos et al., (1987a,b). They modeled kinetics of methane and 
ethane hydrate afier nucleation, for periods up to 100 minutes. A subsequent model was made by 
Skovborg and Rasmussen (1994); these workers assumed that the mass transfer of gas to the 
liquid phase was the rate-controlling step, so that hydrate kinetics and diffusion to the hydrate 
phase could be ignored. 

However, even with these excellent beginnings, quantification of hydrate kinetics still pose 
substantial challenges to hydrate researchers. For example, no model of hydrate nucleation can 
acceptably fit all the data of a single experimenter; no universal nucleation model is available. As 
another example, all models of hydrate growth kinetics are apparatus-dependent. While the 
growth model may be a satisfactory fit for the apparatus in which the data were generated, the 
model will not fit data generated in other apparatuses. Determining time-dependent hydrate 
behavior s one of the most significant challenges for research. 

CONCLUSIONS 

This tutorial reviews hydrate crystal structures, and shows how properties such as phase equilibria 
and heat of dissociation relate to molecular structure. While many time-independent properties of 
SI and sII hydrates are determined, those for newer structures (e.g. sH) are just beginning to be 
explored. The time-dependent characteristics of all three hydrate structures are largely 
unspecified and kinetic models to date appear to be apparatus-dependent. Characterization of the 
hydrate phase constitutes a current challenge. 
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Table 1 Geometry o f  Cages in Three Hydrate Crystal Structures 

1. Variation in distance of oxygen atoms from center of cage. 
2. Number of oxygem at the periphery of each cavity. 
3. Estimates of structure H cavities from geometric models 

Table 2 Comparison of Properties o f  Ice and SI and sII Hydrates' 

1. Modified from Davidson (1983) and from Ripmeester et al. (1994) 
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Table 3 Ratios of Molecular Diameters to Cavity Diameters' for Some Molecules Including 
Natural Gas Hydrate Formers 

(Molecular Diameter) / (Cavity Diameter) 
Structure I Structure I1 

Cavity ~ype=> 512 5'262 512 51264 , 

Molecule Guest Dmtr (A) 

f indicates the cavity occupied by the simple hydrate former 
1 .  cavity radii from Table 2-1 minus 1.4A water radii 
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I. INTRODUCTION 
Gas hydrates are crystalline substances composed of water and gas, in which a solid water-lattice 
accommodates gas molecules in a cage-like structure, or clathrate. Gas hydrates are widespread in 
permafrost regions and beneath the sea in sediment of outer continental margins. While methane, 
propane, and other gases can be included in the clathrate structure, methane hydrates appear to be 
the most common in naturel. The amount of methane sequestered in gas hydrates is probably 
enormous, but World estimates of the amounts are speculative and range over three orders-of- 
magnitude, from about 100,000 to 270,000,000 trillion cubic feet2. The estimated amount of gas 
in hydrate reservoirs of the world greatly exceeds the volume of known conventional gas reserves. 
The production history of the Russian Messoyakha gas hydrate field demonstrates that gas 
hydrates are an immediate source of natural gas that can be produced by conventional methods394. 
Gas hydrates also represent a significant drilling and production hazard. Russian, Canadian, and 
American researchers have described numerous problems associated with gas hydrates, including 
blowouts and casing failures3,5,6. As exploration and development activity moves into deeper 
water (>300 m) and high latitude arctic environments, the frequency of gas hydrate induced 
problems will likely increase. 

One of the fundamental problems that links the gas hydrate resource and hazard issues is the need 
for accurate assessments of the gas volumes within a gas hydrate occurrence. Most of the 
published gas hydrate resource estimates have by necessity been made by broad extrapolation of 
only general knowledge of local geologic conditionsz. The primary objectives of our gas hydrate 
research efforts in the U.S. Geological Survey are to document the geologic parameters that 
control the occurrence of gas hydrates and to assess the volume of natural gas stored within the 
onshore and offshore gas hydrate accumulations of the United States. This paper begins with a 
discussion of the geologic parameters that affect the stability and formation of gas hydrates, which 
is followed by a description of the methodology used to assess gas hydrate resources. This paper 
ends with a cumulative estimate of the in-place gas hydrate resources of the United States onshore 
and offshore regions. 

II. GAS HYDRATE TECHNICAL REVIEW 
Under appropriate conditions of temperature and pressure (figs. IA, IB, and IC), gas hydrates 
usually form one of two basic crystal structures known as Structure I and Structure II. Each unit 
cell of Structure I gas hydrate consists of 46 water molecules that form two small dodecahedral 
voids and six large tetradecahedral voids. Structure I gas hydrates can only hold small gas 
molecules such as methane and ethane, with molecular diameters not exceeding 5.2 angstroms. 
The unit cell of Structure I1 gas hydrate consists of 16 small dodecahedral and 8 large 
hexakaidecahedral voids formed by 136 water molecules. Structure I1 gas hydrates may contain 
gases with molecular dimensions in the range of 5.9 to 6.9 angstroms, such as propane and 
isobutane. At conditions of standard temperature and pressure (STP), one volume of saturated 
methane hydrate (Structure I) will contain as much as 164 volumes of methane gas -- because of 
this large gas-storage capacity, gas hydrates are thought to represent an important source of natural 
gas. For a complete description of the structure and properties of hydrates see the summary by 
s10an7. 

I1.A. Permafrost Gas Hydrates 
Onshore gas hydrates are known to be present in the West Siberian Basing and are believed to 

occur in other permafrost areas of northern Russia, including the Timan-Pechora province, the 
eastern Siberian Craton, and the northeastern Siberia and Kamchatka areas9. Permafrost- 
associated gas hydrates are also present in the North American Arctic. Direct evidence for gas 
hydrates on the North Slope of Alaska comes from a core-test, and indirect evidence comes from 
drilling and open-hole industry well logs which suggest the presence of numerous gas hydrate 
layers in the area of the Prudhoe Bay and Kuparuk River oil fieldsl0,ll.  Well-log responses 
attributed to the presence of gas hydrates have been obtained in about one-fifth of the wells drilled 
in the Mackenzie Delta, and more than half of the wells in the Arctic Islands are inferred to contain 
gas hydratesl2*l3. The combined information from Arctic gas-hydrate studies shows that, in 
permafrost regions, hydrates may exist at subsurface depths ranging from about 130 to 2,000 m1. 
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I1.B. Marine Gas Hydrates 
The presence of gas hydrates in offshore continental margins has been inferred mainly from 
anomalous seismic reflectors that coincide with the predicted phase boundary at the base of the 
gas-hydrate stability zone. This reflector is commonly called a bottom-simulating reflector or 
BSR. BSRs have been mapped at depths below the sea floor ranging from about 100 to 1,100 
m1. Gas hydrates have been recovered in gravity cores within IO m of the sea floor in sediment 
of the Gulf of Mexico14, the offshore portion of the Eel River Basin of California15, the Black 
~ e a l 6 ,  the Caspian Seal7, and the Sea of OkhotskI8. Also, gas hydrates have been recovered at 
greater sub-bottom depths during research coring along the southeastem coast of the United States 
on the Blake Outer Ridgel9, in the Gulf of Mexico20, in the Cascadia Basin near Oregonzl, the 
Middle America T r e n ~ h 2 2 > ~ 3 ,  offshore Peru24, and on both the eastem and western margins of 
1apan25.26. 

Because gas hydrates are widespread in permafrost regions and in offshore marine sediments, 
they may be a potential energy resource. In-place World estimates for the amount of natural gas in 
gas hydrate deposits range from 5 . 0 ~ 1 0 ~  to 1 . 2 ~ 1 0 ~  trillion cubic feet for permafrost areas and 
from 1.1~105 to 2 .7~108 trillion cubic feet for oceanic sedimentsz. The published gas hydrate 
resource estimates show considerable variation, but oceanic sediments seem to be a much greater 
resource of natural gas than continental sediments. Current estimates of the amount of methane in 
the world gas hydrate accumulations are in rough accord at about 7x105 trillion cubic feet2. If 
these estimates are valid, then the amount of methane in gas hydrates is almost two orders of 
magnitude larger than the estimated total remaining recoverable conventional methane resources, 
estimated to be about 9x103 trillion cubic feet27. 

In. GEOLOGIC CONTROLS ON GAS HYDRATE DISTRIBUTION 
Review of previous gas hydrate studies indicates that the formation and occurrence of gas hydrates 
is controlled by formation temperature, formation pore-pressure, gas chemistry, pore-water 
salinity, availability of gas and water, gas and water migration pathways, and the presence of 
reservoir rocks and seals. In the following section, these geologic controls on the stability and 
formation of gas hydrates will be reviewed and assessed. 

I1I.A. Formation-Temperature, Formation Pore-Pressure, Gas Chemistry 
Gas hydrates exist under a limited range of temperature and pressure conditions such that the 
depth and thickness of the zone of potential gas-hydrate stability can be calculated. Depicted in the 
temperaturddepth plots of figures IA, IB, and IC  are a series subsurface temperature profiles 
from an onshore permafrost area and two laboratory-derived gas-hydrate stability curves for 
different natural gases28. These gas-hydrate phase-diagrams (figs. IA, IB, and 1C) illustrate how 
variations in formation-temperature, pore-pressure, and gas composition can affect the thickness 
of the gas-hydrate stability zone. In each phase-diagram, the mean-annual surface temperature is 
assumed to be -1OOC; however, the depth to the base of permafrost (OT isotherm) is varied for 
each temperature profile (assumed permafrost depths of 305 m, 610 m, and 914 m). Below 
permafrost, three different geothermal gradients (4.O0C/1O0 m, 3.2"U100 m, and 2.O"C/100 m) 
are used to project the sub-permafrost temperature profiles. The two gas-hydrate stability curves 
represent gas hydrates with different gas chemistries. One of the stability curves is for a 100 
percent methane hydrate, and the other is for a hydrate that contains 98 percent methane, 1.5 
percent ethane, and 0.5 percent propane. The only difference among the three phase-diagrams 
(figs. IA, IB, and IC) is the assumed pore-pressure gradient. Each phase diagram is constructed 
assuming different pore-pressure gradient; 9.048 kPdm [0.400 psi/ft] (fig. IA), 9.795 kPa/m 
f0.433 psilft] (fig. IB), and 11.31 1 kPdm L0.500 psi/ft] (fig. IC). 

The zone of potential gas-hydrate stability in each phase-diagram (figs. lA, IB, and IC) lies in the 
area between the intersections of the geothermal gradient and the gas-hydrate stability curve. For 
example, in figure IB, which assumes a hydrostatic pore-pressure gradient, the temperature profile 
projected to an assumed permafrost base of 610 m intersects the 100 percent methane-hydrate 
stability curve at about 200 m, thus marking the upper boundary of the methane-hydrate stability 
zone. A geothermal gradient of 4.O0C/1O0 m projected from the base of permafrost at 610 m 
intersects the 100 percent methane-hydrate stability curve at about 1,100 m; thus, the zone of 
potential methane-hydrate stability is approximately 900 m thick. However, if permafrost 
extended to a depth of 914 m and if the geothermal gradient below permafrost is 2.0°C/100 m, the 
zone of potential methane-hydrate stability would be approximately 2,100 m thick. 

Most gas-hydrate stability studies assume that the pore-pressure gradient is hydrostatic (9.795 
kPdm; 0.433 psgft). Pore-pressure gradients greater than hydrostatic will correspond to higher 
Pore-Pressures with depth and a thicker gas-hydrate stability zone. A pore-pressure gradient less 
than hydrostatic will correspond to a thinner gas-hydrate stability zone. The effect of pore- 
pressure variations on the thickness of the gas-hydrate stability zone can be quantified by 
comparing each of the phase diagrams in figures IA,  lB, and IC. For example, in figure IA, 
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which assumes a 9.048 kPa/m (0.400 psi/ft) pore-pressure gradient, the thickness of the 100 
percent methane-hydrate stability zone with a 610 m permafrost depth and a sub-permafrost 
geothermal gradient of 2.O0C/1O0 m would be about 1,600 m. However, if a pore-pressure 
gradient of 1 1.3 1 I kPdm (0.500 psi/ft) is assumed (fig. 1 c) the thickness of the methane-hydrate 
stability zone would be increased to about 1,850 m. 

The gas-hydrate stability curves in  figures IA, IB, and IC were obtained from laboratory data 
published in Holder and others28. The addition of 1.5 percent ethane and 0.5 percent propane to 
the pure methane gas system shifts the stability curve to the right, thus deepening the zone of 
potential gas-hydrate stability. For example, assuming a hydrostatic pore-pressure gradient (fig. 
IB), a permafrost depth of 610 m, and a sub-permafrost geothermal gradient of 4.0"c/l00 m, the 
zone of potential methane (100 percent methane) hydrate stability would be about 900 m thick; 
however, the addition of ethane ( I  .5 percent) and propane (0.5 percent) would thicken the potential 
gas-hydrate stability zone to 1,100 m. 

II1.B. Pore- Water Saliniry 
It is well known that dissolved salt can depress the freezing-point of water. For example, the base 
of the ice-bearing permafrost on the North Slope of Alaska does not coincide with the 0°C 
isotherm but with a lower temperaturelo. This freezing-point depression has been attributed in 
part to the presence of salt in the unfrozen pore-waters. Salt, such as NaCI, when added to a gas: 
hydrate system, also lowers the temperature at which gas hydrates form. Pore-water salts in 
contact with the gas during gas hydrate formation can reduce the crystallization temperature by 
about 0.06"C for each part per thousand of sa@. Therefore, a pore-water salinity similar to that 
of seawater (32 ppt) would shift the gas-hydrate stability curves in figures IA, IB, and IC to the 
left about 2 T  and reduce the thickness of the gas-hydrate stability zone. 

III,C. Availability of Gas and Water 
Most naturally occurring gas hydrates are characterized by two crystal structures known as 
Structure I and Structure II7. The ideal gadwater ratio of Structure I gas hydrate is 8/46, whereas 
the ideal gadwater ratio of Structure 11 gas hydrate is 24/136. These ideal ratios confirm the 
observation that gas hydrates contain a substantial volume of gas. For example, if all the cages of 
Structure I gas hydrate are occupied, each volume of gas hydrate will contain 189 volumes of gas 
at standard temperature and pressure. The ideal hydrate gadwater ratios also indicate that there is a 
substantial amount of water stored in the gas-hydrate structure. These high gas and water 
concentrations demonstrate that the formation of gas hydrate requires a large source of both gas 
and water. Thus, it becomes necessary to quantify the potential sources of gas and water when 
assessing a potential gas-hydrate accumulation. 

III.D. Gas and Water Migration Pathways 
Other factors controlling the availability of gas and water are the geologic controls on fluid 
migration. As previously shown, gas hydrates contain a substantial volume of gas and water that 
must be supplied to a developing gas-hydrate accumulation. If effective migration pathways are 
not available, it is unlikely that a significant volume of gas hydrates would accumulate. Therefore, 
geologic parameters such as rock permeability and the nature of faulting must be evaluated to 
determine if the required gas and water can be delivered to the potential hydrate reservoir. 

M . E .  Presence of Reservoir Rocks and Seals 
The study of gas-hydrate samples recovered during research coring operations in oceanic 
sediments suggests that the physical nature of in-situ gas hydrates may be highly variable7. Gas 
hydrates were observed to be (1) occupying pores of coarse-grained rocks; (2) nodules 
disseminated within fine-grained rocks; (3) a solid, filling fractures; or (4) a massive unit 
composed mainly of solid gas hydrate with minor amounts of sediment. Because of the limited 
number of gas-hydrate samples, it is not known if gas hydrates are usually pore-filling material or 
occur as massive units. A study of well logs from northern Alaska indicate that gas hydrates 
occur there as pore-filling constituents within coarse-grained reservoir rockslo. This study 
suggests that porous rock intervals serve as reservoir rocks in which gas and water can be 
concentrated in the amounts necessary for gas-hydrate formation. Therefore, the presence of 
reservoir rocks may play a role in gas-hydrate formation, particularly in well-consolidated rock 
intervals. It is also speculated that the presence of effective reservoir seals or traps may play a role 
in gas-hydrate formation. Gas generated at depth moves upward, generally along tilted permeable 
carrier beds, until it either seeps at the surface or meets an impermeable barrier (trap) that stops or 
impedes its flow. As migrating gas accumulates below an effective seal, the total gas 
concentrations may reach the critical amounts necessary for the formation of gas hydrates. Thus, 
impermeable seals can provide a mechanism by which the required gas can be concentrated within 
reservoir rocks. Besides conventional reservoirs and trapping mechanisms, it is possible for gas 
hydrate to form its own reservoir and trap. As gas migrates into the zone of gas-hydrate stability, 
it may interact with the available pore water to generate gas hydrate. With the appropriate volumes 
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of gas and water, the pore space within the reservoir rock could be completely filled, thus making 
the rock impermeable to further hydrocarbon migration. The plugging of gas pipelines and 
production tubing by gas hydrates is testimony to the sealing potential of gas hydrates7. It has 
also been shown that, in marine environments, gas hydrates can mechanically displace sediments 
to form their own reservoir. Thus, the availability of reservoir quality rocks may not always be a 
limiting factor. 

IV. GAS HYDRATE RESOURCE ASSESSMENT 
The major goal of this resource assessment is to estimate the gas hydrate resources in the United 
States, both onshore and offshore. Similar to the assessment of the conventional resources in the 
1995 U.S. Geological Survey (USGS) Oil and Gas Assessment29, this assessment of gas 
hydrates is based on a play-analysis scheme, which was conducted on a province-by-province 
basis. We have defined, described, and assessed all the gas-hydrate plays in the United States 
regardless of their current economic or technological status. Therefore, this assessment is 
concerned with the in-place gas hydrate resources--that is, the amount of gas that may exist within 
the gas hydrates without reference to its recoverability. In a play analysis method, prospects 
(potential hydrocarbon accumulations) are grouped according to their geologic characteristics into 
plays. The geologic settings of the hydrocarbon occurrences in the play are then modeled. 
Probabilities are assigned to the geologic attributes of the model necessary for generation and 
accumulation of hydrocarbons. In this assessment method, geologists make judgments about the 
geologic factors necessary for the formation of a hydrocarbon accumulation and quantitatively 
assess the geologic factors that determine its size. 

In this assessment, 11 gas-hydrate plays were identified within four offshore and one onshore 
petroleum provinces (figure 2); for each play, in-phce gas hydrate resources were estimated. 
Estimates for each of the 11 plays were aggregated to produce the estimate of total gas-hydrate 
resources in the United States. The offshore petroleum provinces assessed consist of the US. 
Exclusive Economic Zone (EEZ) adjacent to the lower 48 States and Alaska. The only onshore 
province assessed was the North Slope of Alaska, which included State water areas and some 
offshore Federal waters. The provinces shown in figure 2 are geographic in character; however, 
their formation represents an attempt to group the individual petroleum provinces along broad 
geologic lines. Maps depicting the geologic data required for this hydrate assessment have been 
included in the U.S. Geological Survey 1995 National Oil and Gas Assessment CD-ROM29. 
Maps of bathymetry, sedimentary thickness, total organic carbon (TOC) content of the sediments, 
seabed temperature, geothermal gradient, and hydrate stability zone thickness have been published 
for all four offshore provinces assessed in the US.  Geological Survey 1995 National Oil and Gas 
Assessment CD-ROM29. Maps depicting the thickness of the onshore gas-hydrate stability zone 
in northern Alaska are also included in the Assessment CD-ROM29. 

The estimates of in-place gas-hydrate resources included in this report are presented in the form of 
complementary cumulative probability distributions (fig. 3). These distributions summarize the 
range of estimates generated by the FASPU computer program29 as a single probability curve in a 
"greater than" format (fig. 3). Our estimates are reported at the mean and at the 95th, 75th. 50th, 
25th, and 5th fractiles. We consider the 95th and 5th fractiles to be "reasonable" minimum and 
maximum values, respectively. In-place gas resources within the gas hydrates of the United States 
are estimated to range from 112.765 to 676,110 trillion cubic feet of gas (TCFG) [3,193 to 19,142 
trillion cubic meters of gas (TCMG)], at the 0.95 and 0.05 probability levels, respectively (fig. 3). 
Although these ranges of values show a high degree of uncertainty, they do indicate the potential 
for enormous quantities of gas stored as gas hydrates. The mean in-place value for the entire 
United States is calculated to be 320,222 trillion cubic feet of gas (TCFG) [9,066 trillion cubic 
meters of gas (TCMG)]. This assessment of in-place gas hydrates represents those deposits that 
constitute the resource base without reference io recoverabiliry. 

V. REFERENCES ClTED 
1. 

2. 

Kvenvolden, K.A., 1988, Methane hydrate--A major reservoir of carbon in the shallow 
geosphere?: Chemical Geology, v. 71, p. 41-51. 
Kvenvolden, K.A., 1993, Gas hydrates as a potential energy resource -- A review of their 
methane content, in Howell, D.G., ed., The Future of Energy Gases: U.S. Geological 
Survey Professional Paper 1570, p. 555-561. 
Makogon, Y.F., 1981, Hydrates of natural gas: Tulsa, Penn Well Publishing Company, 237 
P. 
Collett, T.S, 1993, Natural gas production from Arctic gas hydrates, in Howell, D.G., ed., 
The Future of Energy Gases: U.S. Geological Survey Professional Paper 1570, p. 299-312. 
Franklin, L.J., 1981, Hydrates in Arctic Islands, in Bowsher, A.L., ed., Proceedings of a 
Workshop on Clathrates (gas Hydrates) in the National Petroleum Reserve in Alaska, July 
16-17, 1979, Menlo Park, California: US .  Geological Survey Open-File Report 81-1298, p. 
18-21. 

3. 

4. 

5.  

i 

1 

1 
4 

, 

\ 

b 

460 

4 



6. 

7. 

8. 

9. 

L IO. 
1 

') 1 1 .  

12. 
1, 

1 13. 

14. 

15. 

16. 

17. 

i 

I 

/ 

I 

18. 

~Y 
20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 

29. 

Yakushev, V.S., and Collett, T.S., 1992, Gas hydrates in Arctic regions: risk to drilling and 
production: Second International Offshore and Polar Engineering Conference, June 14- 19, 
1992, San Francisco, California, Proceedings, p. 669-673. 
Sloan, E.D., 1990, Clathrate hydrates of natural gases: New York, Marcel Dekker, Inc., 641 
P. 
Makogon, Y.F., Trebin, F.A., Trofimuk, A.A., Tsarev, V.P., and Cherskiy, N.V., 1972, 
Detection of a pool of natural gas in a solid (hydrate gas) state: Doklady Academy of 
Sciences U.S.S.R., Earth Science Section, v. 196, p. 197-200. 
Cherskiy, N.V., Tsarev, V.P., and Nikitin, S.P., 1985, Investigation and prediction of 
conditions of accumulation of gas resources in gas-hydrate pools: Petroleum Geology, v. 21, 

Collett, T.S., 1993, Natural gas hydrates of the Prudhoe Bay and Kuparuk River area, North 
Slope, Alaska: American Association of Petroleum Geologists Bulletin, v. 77, no. 5 ,  p. 793- 
812. 
Collett, T.S., 1983, Detection and evaluation of natural gas hydrates from well logs, Prudhoe 
Bay, Alaska, in Proceedings of the Fourth International Conference on Permafrost, 
Fairbanks, Alaska: Washington D.C., National Academy of Sciences, p. 169- 174. 
Judge, AS., 1988, Mapping the distribution and properties of natural gas hydrates in 
Canada: Proceedings of the American Chemical Society Third Chemical Congress of the 
North American Continent, June 6-7, Toronto, Ontario, Abstract no. 29. 
Judge, A.S., and Majorowicz, J.A., 1992, Geothermal conditions for gas hydrate stability in 
the Beaufort-Mackenzie area: The global change aspect: Global and Planetary Change, v. 98, 
no. 213, p. 251-263. 
Brooks, J.M., Cox, B.H., Bryant, W.R., Kennicutt, M.C., Mann, R.G., McDonald, T.J., 
1986, Association of gas hydrates and oil seepage in the Gulf of Mexico: Organic 
Geochemistry, v. IO, p. 221-234. 
Brooks, J.M., Field, M.E., and Kennicutt, M.C., 1991, Observations of gas hydrates in 
marine sediments, offshore northern California: Marine Geology, v. 96, p. 103-109. 
Yefremova, A.G., and Zhizhchenko, B.P., 1974, Occurrence of crystal hydrates of gas in 
sediments of modern marine basins: Doklady Akademii Nauk SSSR, v. 214, p. 1179-1 181. 
Ginsburg, G.D., Guseinov, R.A., Dadashev, A.A., Ivanova, G.A., Kazantsev, S.A., 
Soloviev, V.A., Telepnev, Ye.V., Askery-Nasirov, R.E., Yesikov, A.D., Mal'tseva, V.I., 
Mashirov, Yu.G., and Shabayeva, I.Yu., 1992, Gas hydrates in the southern Caspian Sea: 
Izvestiya Akademii Nauk Serya Geologisheskaya, v. 7, p. 5-20. 
Ginsburg, G.D., Soloviev, V.A., Cmnston, R.E., Lorenson, T.D., and Kvenvolden, K.A., 
1993, Gas hydrates from the continental slope, offshore from Sakhalin Island, Okhotsk Sea: 
Geo-Marine Letters, v. 13, p. 41-48. 
Kvenvolden, K.A., and Bamard, L.A., 1983, Hydrates of natural gas in continental margins, 
in Watkins, J.S., and Drake, C.L., eds., Studies in Continental Margin Geology: American 
Association of Petroleum Geologists Memoir 34, p. 631-641. 
Shipboard Scientific Party, 1986, Sites 614-624, in Bouma, A.H., and others, Proceedings, 
Deep Sea Drilling Project, Initial Reports, Washington D.C., U.S. Government Printing 
Office, v. 96, p. 3-424. 
Shipboard Scientific Party, 1994, Site 892, in Westbrook, G.K., and others, Proceedings, 
Ocean Drilling Program, Initial Reports, College Station, Texas, v. 146, p. 301-375. 
Kvenvolden, K.A., McDonald, T.J., 1985, Gas hydrates of the Middle America Trench, 
Deep Sea Drilling Project Leg 84, in von Huene, R., Aubouin, J., and others, Initial Reports 
Deep Sea Drilling Project, Washington, D.C., U.S. Government Printing Office, v. 84, p. 
667- 682. 
Shipley, T.H., and Didyk, B.M., 1982, Occurrence of methane hydrates offshore Mexico, in 
Watkins , J.S., Moore, J.C., and others, Initial Reports, Deep Sea Drilling Project: 
Washington D.C., U.S. Government Printing Office, v. 66, p. 547-555. 
Kvenvolden, K.A., and Kastner, M., 1990, Gas hydrates of the Peruvian outer continental 
margin, in Suess, E., von Huene, R., and others, Proceedings, Ocean Drilling Program, 
Scientific Results, College Station, Texas, v. 112, p. 517-526. 
Shipboard Scientific Party, 1990, Site 796, in Tamake, K., and others, Proceedings, Ocean 
Drilling Program, Initial Reports, College Station, Texas, v. 127, p. 247-322. 
Shipboard Scientific Party, 1991, Site 808, in Taira, A., and others, Proceedings, Ocean 
Drilling Program, Initial Reports, College Station, Texas, v. 131, p. 71-269. 
Masters, C.D., Root, D.H., and Attanasi, E.D., 1991, Resource constraints in petroleum 
production potential: Science, v. 253, p. 146-152. 
Holder, G.D., Malone, R.D., Lawson, W.F., 1987, Effects of gas composition and 
geothermal properties on the thickness and depth of natural-gas-hydrate zone: Journal of 
Petroleum Technology, September, p. 1147-1 152. 
Gautier, D.L., Dolton, G.L., Takahashi, K.I., and Varnes, K.L., 1995, National assessment 
of United States oil and gas resources on CD-ROM: U.S. Geological Survey Digital Data 
Series 30. 

p. 65-89. 

4 6 1  



Figure IA. Graph showing the depth-temperature 
zone in which gas hydrates are stable in a permafrost 
region (9.048 P a l m  pore-pressure 

TEMPERATURE ('C) 
o.io 0 10 20 30 

i 

- 3.2'UtOOmalan 
2 

Figure IC. Graph showing the depth-temperature 
zone in which gas hydrates are stable in a permafrost 
region [ I  1.31 1 kPdm pore-pressure gradient].28 
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Figure 1B. Graph showing the depth-temperature 
zone in which gas hydrates are stable in a permafrost 
region 19.795 kPdm pore-pressure gradient].28 

Figure 2. Gas hydrate play map of the United States?' 
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Figure 3. Cumulative probability curve showing 
the estimated in-place resousces within the gas 
hydrates of the United States. The curve is read 
as follows: there is a 95 percent chance that the 
gas hydrate resource potential is greater than 
112,765 frillion cubic feet of gas. and there is a 
5 percent chance that the gas hydrate resource is 
greater than 676.1 IO hillion cubic feet of gas.29 
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CLATHRATE-BASED FUEL STORAGE AND TRANSPORT MEDIA: POTENTIAL IMPACT 

M. D. Max, Code7420, R. E. Pellenbarg, Code6101, Naval Research Laboratory, Washington, 
D.C. 20375 

Synthetic hydrate fuel, methane, gas 

INTRODUCTION 
Clatrhrates, particularly methane and other hydrocarbon gas hydrates, have been known as 
laboratory curiosities since chlorine hydrate (Cl2.6HzO),was reported (Faraday, 1823). I n  
the 1930’s and 1940’s the natural gas industry had problems with the formation of a 
crystalline, wax-like substance in natural gas transport pipes. This material clogged the lines 
and research was focusedon understanding the origin and physical chemistry of the material 90 
that its appearance in pipelines could be minimized. Methane hydrates are now recognized as 
being very widespread in marine sediments and in permafrost regions, and may constitute the 
largest store of fixed carbon on earth (Kvenvolden, 1993). Our present knowledge about 
methane hydrate physical chemistry, and the potential large volumes of recoverable methane 
from naturally occurring sources argues strongly that methane is likely to  be the fuel of the 
future, especially if the aspect of compressing methane within a clathrate crystal lattice can 
utilized on an industrial scale. 

There is currently an increasing interest in methane as a fuel because the technology for 
handling it as a fuel, and the direct (e.g., on-site combustion for heating) and indirect 
(electricity generation) energy conversion technologies are well understood and cost effective. 
Additionally, because methane contains more hydrogen atoms for each carbon atom in its 
molecule than any other hydrocarbon fuel, less carbon dioxide is produced upon combustion. 
Also, gas field methane is usually relatively pure and relatively easy to  purify. Its use as a fuel 
is thus more environmentally benign than other more complex hydrocarbon fuels or coal. 
Methane also produces much less carbon dioxide per mole than alcohols, where OH substitutes 
for one molecule of H, and much less than in liquid petroleum and oil basedfuels. 

Methane (“natural gas”) produced from conventional gas deposits is plentiful, easily delivered 
(as a gas) to  the user by an in-place domestic distribution system, and as a fuel, methane i s  
clean burning and has a respectable heat content. The prospect of methane recovery from vast 
oceanic gas hydrate deposits, however, argues for an almost indefinite supply of methane, the 
recovely of which will probably speed the development of the gas-energy economy to replace 
the current oil-based economy. In addition to this development being ecologically sound, oil may 
be viewed better as an industrial feedstock than as a direct fuel, so long as a convenient, 
alternate source of energy such as methane is madeavailable. 

Methane is particularly amenable to transport and handling as a gas in pipelines and transport 
to point use in pipes within contiguous land areas. In fact, most of the early work into the 
chemistry of methane hydrates was undertaken by the gas transport industry because hydrates 
were forming and clogging gas pipelines even a t  relatively high temperatures and moderate 
pressures. Current technology frequently requires that methane fuel be moved as either 
compressed gas or as liquefied gas, as when natural gas is imported to the U.S. distribution grid 
from foreign gas fields. Of course, many fixed-site utilizations for natural gas (e.g. space 
heating, electrical power generation, or cooking) rely exclusively on gaseousmethane as a fuel 
stock. Where technical or geographic difficulties prohibit the use of piped distribution, 
however, other means of distributing gas must be developed for use. Storage of methane (e.g., 
compressed gas) at the point of use may also a problem so long as a continuous piped supply is 
not available. 

Both compressed gas and liquified gas, as transport media, possess serious safety concerns 
associated with the flammability of the material (compressed natural gas) or the cold 
temperatures and ultimate flammability/potentially explosive nature of the liquefied medium. 
This paper suggests and examines a new application of clathrate chemistry, which could have a 
significant impact on methane fuel use and distribution if implemented. We call attention to a 
potential third alternative for bulk gas transport and point-of-use storage, which would be 
energy dense, fairly stable, non-flammable in bulk, easy to transport, and potentially useable 
as-is for motor fuels. 

SYNTHETIC METHANE CLATHRATE FUEL (SMCF) 
Naturally occurring methane hydrates are not stable at sea level ambient temperatures and 
pressures. However, it is not intended to use pure methane hydrate as the basis for the new fuel 
transport andstorage media. Current experimental results show that hydrates can be fabricated 
both from natural gas more dense than methane (de Boer et  al, 1985) with variable physical 
property ranges that are stable well above the normal methane hydrate P-T stability field 
(Sloan, 1990). Also, in the course of producing synthetic methane hydrate, metastabilities 
about the liquidus line exist (Stern et  al., 19961, which may point toward controlling 
metastability ranges of methane hydrate rather than expanding the methane hydrate stability 
field. This broader stability of naturally occurring multiple gas clathrates, poorfy undemood 
metastability, and relative ease with which synthetic methane (based) hydrate can be formed, 
leads us tosuggestthat research fabricating special property methaneclathrates is feasible and 
that research should be undertaken tofabricate a new methane fuel storage andtransport media. 
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The gas to be transported would be carried as a stabilized water-gas hydrate, or as a clathrate 
utilizing selected (probably gaseous) additives which could expand the stability field for pure 
methane-pure water clathrates well beyondthat of natural methane hydrate or even someof the 
other natural hydrates that are stable nearer standard T-P (Fig. 1). It is clear that 
development and adoption of a clathrate-based fuel transportation/distribution system, to 
augment the in-place domestic gaseous-state fuel distribution complex, would offer many 
advantagesabove and beyond those associated with safety. 
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Figure 1. Natural hydrate phase boundaries for different commongases. From 
Makogon (1 988). Replotted with temperature in normal scale and pressure- 
depth in meters seawater. 0 is atmospheric pressure at sea level. CH4, 
methane; C2H& ethane; C3H8, propane; QH10, butane, the highest molecular 
weight of the paraffin gases, which most easily forms clathrates. 032, carbon 
Dioxide; H2S, hydrogen sulphide. 

Although the energy density of methane clathrate is low compared with common liquid fuels 
(Table 1 ), its potential energy density is actually greater than a similar volume of liquid 
methane, and up to 164 times (Kvenvolden, 1993) the same volume of methane gas (at STP). 
The compression factor is obtained becausemethane molecules are forced closer together in the 
crystalline solid methane hydrate than is obtained by any other form of methane compression. 
For our energy conversion factor we use 160 X compression factor, although it is unlikely that 
the industrial synthetic fuel will actually have a compression factor that high, because it is  
conservatively less than the maximum anticipated and results in even numbers appropriate for 
preliminary estimation. 

I 

Methane-water solid I CH4( H,O), 

)I Fuezt;;;n of 
I Formula 1 Density g/cc 1 Energy Content 1 Energy Content 
I I Btu/lb I Btu/ft3 

I ----- - 1 .O 277 * 4  

I 

, 

______i 
Methane Gas I CH4 1 7x1 0 -4  It 

Methane-water solid 
(natural hydrate 
potential) 

Octane(gaso1ine) GH,, 0 70 

JP-5'1 C,4HN 0 77 

CH4( H20), 1 - 1 0 

1 -  
277 * 4  /184,000*4*6 

19,000 * 3  840,000 * 3  

18,500 * 3  930,000 * 3  

1 

1 

Table 1. Energy content of various Hydrocarbon Fuels. 1. Less volatile j e t  
fuel used by Navy, mandatedfor use on carriers toreduce danger of explosion. 
*? boiling point -1 61 C. *3,  STP Conditions, gas phase. *4, Energy may be 
consumed producing gaseous methane from these forms or in containing them. 
*5. Combustion products are HzO and Q. Energy content takes into account 
energy required to decomposehydrate to  Hz) and CH4; this figure represents 
energy content after conversion at 150 volumes of methane in hydrate per 
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volume of methaneat STP , *6. Total potential energy contentwith no account 

hydrate per 1 volume of methane a t  STP (engineering may reduce the energy 
requirements for dissociation from specially fabricated clathrate or natural 
heat sinks may be used as an energy source). 

It must be pointed out that the precise nature of SMCF is not known because it has yet to be 
designed and fabricated. Thus, the energy density, energy losses upon fabrication and 
subsequent gasification, and the equivalent energy of methane after conversion, in addition tothe 
Cost of the conversion and other engineering necessary for an SMCF system need to  be known 
before a commercial value can be placed on the SMCF media. The potential energy content of 
naturally occurring methane hydrate is high enough to  allow for some system or usage 
diminution and still remain an attractive new fuel storage and transport media. Thus, if an 
energy efficient means for gasifying synthetic methane clathrate fuel (SMCF), can be found, it 
may prove to be a more efficient means of compressing methane than liquification. 

Because it is unlikely that the energy density of a clathrate-based fuel media will ever 
significantly approach that of liquid petroleum fuels, the clathrate fuel is clearly not 
appropriate for all vehicles. For instance, vehicles with small volumes capacity for fuel 
storage, such as private motor vehicles and aircraft, where weightlvolume is a major factor, 
are not likely end-point users. Larger platforms, however, such as ships and possibly high- 
speed trains which could be made environmentally benign (with respect t o  noise of energy 
generation and exhaust), might be possible end-users, especially when the other attributes of 
clathrate based fuel media, such as inhibiting uncontrolled fires and explosions in commercial 
applications and explosion damping and deflecting in military applications, are taken into 
consideration. 

The proposed safer transport system utilizes gas hydrates (clathrates) which are physical 
associations of water ice and low molecular weight gas molecules (e.g. methane, ethane, propane 
or butane). These clathrates form spontaneously when water and a suitable low molecular 
weight gas (e.9. methane, carbon dioxide, hydrogen sulfide, chlorine) are mixed at suitable 
temperatures (generally low) and pressures (generally moderate). Indeed, the older literature 
contains many references t o  gas hydrates forming spontaneously in natural gas transmission 
pipelines, and often blocking them; this potential situation requires the drying of gas prior t~ 
pipeline transportation (DOE, 1987). 

Research into the low pressure species has mainly concerned todeveloping techniques that wi  I I 
allow for industrial capability to efficiently dissolve, or gasify hydrates. Where bonding 
interaction between guest and host molecules might be enhanced somewhat, gas that normally 
does not hydrate, such as hydrogen, may be bound into specially formulated hydrates. If host 
cavities were to  be lined with groups having a high hydrogen bonding character, such as 
hydroxyl or amino groups, other factors, such as the solubility parameter of the host, would be 
of less importance. Increased hydrogen bonding power might also be induced by charging guest 
molecules prior t o  exposure to  hydrate lattice, or through the use of magnetic field charging 
(moving the fuel in a field, pulsing a field, or moving a field with respect to the orientation of 
the hydrate). Release of gas could be induced through heating, lowering of pressure, or  
electronic stimulation that would produce effectssimilar t o  that of microwaving food(where the 
frequency of the microwave is specific to water molecules). 

FUEL SYSTEM REQUIREMENTS 
The proposed SMCF storage and transport system would consist of three separate components: 
(1 ) Formation Module, (2) Transport Vessels, and (3) Gasseparation Unit. 

(1 ). Hydrate Formation Module (HFM). Methane hydrates are stable under moderate 
pressures, and low temperatures (Fig. 1 ). The HFM will consist of a pressure vessel into 
which are pumped stabilizer, water spray, and methane; the P-T conditions of formation are 
presently uncertain but may be different from those neededfor stability of the special hydrate 
during storage. Recent research shows that the methane hydrate forms immediately upon 
mixing water with the gas, when the system is within the stability field of the clathrate (Peter 
Brewer, MBARI, pers. comm., November, 1996). Once the hydrate is formed, the material 
would be removed from the HFM, and transferred to  the transport vessel for movement to point 
of use or distribution. 

(2) Hydrate Transport Vessel (HTV). The Kn/ would consist of a insulated container which 
could contain the stable special hydrate at ambient to moderate pressures. The insulation would 
more than likely consist of plastic foam such as is used by the refrigeration industry; vacuum 
jackets would be avoidedbecauseof Cost andsafetyconcerns. The HTVcould be fabricated in any 
desired shape, and might evolve to  be conformal t o  the hull or some interior structural 
’ members of the platform using the stored gasas a fuel, for example, in the double hull space of a 

ship. 

(3) Gas Separation Unit (GSU). The GSU could be integral tothe HTV, or separate, as mandated 
by the ultimate use of the released fuel gas. The clathrates are unstable in the presence of 
elevated heat; the hydrate could be decomposedby direct heating (e.g. a clathrate slush would be 
transferred to  a heatedvessel: gas evolves from the slush and escapesfor use, and the water 

I taken of dissociation energy requirements basedon 160 volumes of methane i n 
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from the hydrate is discarded or retained for use in making more hydrate later). Alternatively, 
the hydrate slush could be sprayed with water, the heat in which would be sufficient m 
decomposethe hydrate. In either case, the evolved gaswould be routed toa device (e.g. engine) 
which could use the combustible gasas a fuel. 

It must be notedthat there is no inherent reason why the units listed above would necessarily be 
separate components. For example, the storage vessel could contain integral subsections which 
would allow both formation of anddecompositionof thegas hydrate right in the KTV. Further, it 
is technically possible to design and build an internal combustion engine which would use 
hydrate as the only, or majority, fuel; such a system would be similar to water-injection 
technology as applied to  internal combustion engines, as in some experimental fighter plane 
engines andrace cars. 

CONCLUSIONS AND DISCUSS I ON 
We have considered the feasibility of forming gas hydrates on demand, the utility of doing SI 
(safe transportation of methane as a fuel), and potential end uses of gas moved as a hydrate 
(decomposition into gasfor combustion, or design of engines tooperate on hydrate itself). It is  
appropriate t o  examine the effects of adding a clathrate-based fuel on the current energy 
economyof a developedsociety. 

Where would the SMCF system be applied and how would it develop? These questions cannot be 
fully answered because: 1. the engineering possibilities have yet to be explored, 2. the effectcm 
market forces cannot be assessed beyond observing that the technology and potential fuel 
handling systems largely exist or can be developedat low cost, and, 3. government regulations 
that would apply (but do not yet exist) could either inhibit or promote development of both the 
SMCF itself and a world gas economy. 
In the broadest sense, a SMCF-based fuel economywould be akin to  the system basedon liquid 
hydrocarbons. Specially formulated clathrates would be transported in the form of slush i n  
much the same way as present liquid hydrocarbons. Transportation is solid form could utilize 
much of the present container-handling equipment and facilities including much of the sea, ra i I, 
and road equipment already in existence. Production as slush (Najafi and Schaetzle, 1989) 
would also allow pumped distribution. Moreover, where safety concerns are paramount, the 
SMCF might be used because of could greatly enhance safety; even in the presence of open 
flames, methane is evolved slowly from hydrates through breakdown of the crystal structure. 
This means that all of the gasor liquid methane available as an explosive componentin present 
conventional methane storage media can only be evolved at a rate a t  which it could feed a fire, 
but not an explosion without f irst collecting evolved gas. In addition, upon gas evolution, 
substantial quantities of water are also produced, whose presence could be engineered toinhibit 
accidental ignition attributes of the system. 

A dedicated clathrate-based methane fuel economy, in existence and developing, would drive 
exploration and development to  utilize the vast quantities of methane that are only now being 
recognized as present on the planet (Max and Lowrie, 1996). Current conservative estimates 
indicate that naturally occurring methane hydrates contain at least twice the amount of fixed 
carbon as do conventional methane, liquid hydrocarbons, and coal, combined, on Earth 
(Kvenvolden, 1993), andit is unlikely that this fuel source will remain untapped, especially i f  
an SMCF system can be developedat a reasonable cost. 
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INTRODUCTION 
The accurate prediction of conditions for hydrate formation depends strongly on the 
availability of good structural information’. For clathrate hydrates, a complete 
description of structure involves not only the unit cell parameters and average atomic 
positions, but also the cage occupancies. In order to provide this kind of information, it 
is necessary to use techniques such as diffraction, which is sensitive to long range 
order, in combination with techniques such as NMR which are sensitive to local ordef. 
Previously we have demonstrated the use of NMR methods for the determination of 
relative cage occupancies for structure I and II hydrates3. 

Although the crystal structures of Str. I and II hydrates have been known for a 
considerable length of time‘, the detailed lattice information on Str. H hydrate has 
remained unknown until recently5. It is also remarkable that a number of other 
apparently simple clathrate hydrate structures remain unsolved. Examples are the low 
hydrate of dimethyl ether6 and bromine hydrate. The latter is especially intriguing as 
the hydrate was first reported in 1829’, and it has been studied on and off for over 160 
years’. A crystal space group and a set of lattice parameters were reported by Allen 
and Jeff reye, although atomic coordinates were not obtained. More recently, Dyadin 
and co-workers’ have claimed that on the basis of hydration numbers which range from - 7 to 12, and the different crystal morphologies reported that there is evidence for as 
many as four different structures. We have now shown that a single crystal structure 
accounts for all of the different hydration numbers and crystal morphologies. 

Another factor that is relatively unappreciated is the fact that although the small 5” (D) 
cage is common to all 3 structures, I, I1 and H, the symmetry and size of these small 
cages is different”, and hence their behaviour towards guest molecules should also be 
quite different. This is very directly evident from the chemical shift parameters of xenon 
trapped in the small cages which suggest that the structure II and H small cages are 
significantly larger and less symmetric than the Structure I small cage. Experiments 
with CO, have confirmed this idea. 

Experimental 
Bromine hydrate single crystals suitable for diffraction were grown from solutions of 
different concentrations to give material of different morphologies and hydration 
numbers see table 1. The crystal structures were determined on a Siemens 
diffractometer equipped with a CCD detector using Mo &radiation. In all, 16 different 
crystals were examined. The structures were solved with the Shextl software package. 

Double hydrates of xenon or “CO, were made by sealing into lOmm pyrex tubes 
measured quantities of powdered ice, along with the appropriate large cage and small 
cage guests. Samples were conditioned for times lasting from - 1 day to several 
weeks. NMR spectra were measured on an Bruker MSL 200 spectrometer equipped 
with a double-tuned solenoid probe suitable for cross-polarization and dipolar 
decoupling’. Temperature variation was achieved with a cold gas-flow system and a 
temperature controller. Spectral simulations were carried out with the Bruker Xedplot 
package. 

RESULTS AND DISCUSSION 
a) The structure of bromine hydrate 
As was pointed out in the introduction, bromine hydrate can be made with different 
hydration numbers and vastly different morphologies’. Hydration numbers have been 
reported by at least 13 different authors and vary from 7 to 12’. For the crystals used in 
this study, the composition of the crystals was controlled by changing the concentration 
of the starting solutions from ( Br:H,O) 1:20 to 15 .  ( table 1 ). The morphology of the 
different crystals is shown in fig. 1. Six crystals were studied in detail in order to come 
to a satisfactory solution of the structure, the space group and cell parameters for ten 
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other crystals were determined to cover the different crystal morphologies. For all of 
the crystals studied, the space group turned out to be the one reported by Allen and 
Jeffrey @: P4Jmnm. At -100°C the lattice parameters are a=23.044, ~112.075 A. 

One view of the structure is shown in fig.2. The unit cell can be represented" as 
follows: 2DA.8D,8TA.8T,.4P. 172H,O with a 5"6' (P) cage, two distinct 5"6' (TA, T,) 
cages similar to those in str. I, and two kinds of 5" (Dh, 0,) cages. The reason for the 
difficulty in finding a good structural solution becomes apparent when examining the 
guest positions in fig. 2. As opposed to structures with hydrocarbon guests, in the 
bromine hydrate case the scattering is dominated by the highly disordered bromine 
guest: the P cage has as many as 12 possible positions for bromine; the T cages each 
have 14 (T,) or 15 (T,), with the site occupancies varying from 20 down to 2 %. The 
highly anisotropic site distribution is evident especially for the T cages, where the centre 
of the cavity can be seen to be clear as the bromine atoms are confined to be near to 
the equatorial plane of the cage. The variable hydration numbers observed for bromine 
hydrate arise from the variable degree of filling of the large cages ( table 1 ). The 
minimum hydration number possible is 8.6. 

It will be another challenge to work out a thermodynamic model for bromine hydrate, as 
the clathrate has 3 types of large cage ( P, TA, T, ) suitable for bromine, and two small 
cages (DA, D,) which may contain oxygen or nitrogen from the air ( some electron 
density in the small cages was indeed observed ). The bromine hydrate structure is the 
only one of its type, as all other molecules of this size form str. I1 hydrate. Attempts to 
form a different hydrate with xenon as helpgas initially gave a structure II hydrate, but 
with time this was seen to revert back to the bromine hydrate structure. The fact that 
the large cages do not need to be full seems to be unique as well. This suggests that 
guest - guest interactions may play an important role in dictating structure type. 
Significant guest - guest interactions are likely for the electron-rich bromine molecule 
which should have a sizable molecular quadrupole moment. Another challenge is the 
understanding of the reasons for the different crystal morphologies. It appears that 
some kind of "self-inhibition '' takes place to suppress the growth of certain crystal faces 
when the bromine concentration varies in the growth solution. 

b) NMR Chemical Shifts and Cage Size 
One of the first applications of "'Xe NMR spectroscopy was the chemical shift 
resolution of the distinct sites in str. I hydrate'. It was also noted that the chemical shifts 
for the 5" cages in str. I and II were quite different". According to the empirical 
chemical shift - cage size relationship, the D cage in str. \ I  is larger than that in str. I .  
Since little is known about potential helpgases for str. H, it was thought that the Xe 
NMR parameters could give some guidance for the prediction of the suitability of CO, 
as such a helpgas for the two small cages. '** Xe chemical shift for different hydrate 
cages are summarized in table 2 along with the point symmetry of the cages. 

We note that str. I has the only pseudospherical D cage. From Ihe chemical shift data, 
the other D cages are not only less symmetric, as indicated by non-zero chemical shift 
anisotropies, but also somewhat larger, as seen from the smaller shifts. This is likely to 
be of some importance for all small cage guests, since in str. I the fact that the small 
cage occupancy decreases with increasing guest size suggests that it is the repulsive 
interactions that limit the cage occupancy. Also, especially for non-spherical guests 
small departures from spherical symmetry are likely to be important. CO, is a good test 
molecule, as it appears to be a marginal guest for the 5'' cages. An indirectly 
determined hydration number from thermodynamic measurements is 7.0", which leads 
to an occupancy ratio - 0. 3 through the relationship between hydration number 
and guest occupancy ratio once the free energy difference between the hypothetical 
empty lattice and ice is known3 . In a previous NMR study'=, small cage CO, guests 
were not observed, as the central region of the spectrum is dominated by contributions 
from liquid and/or gaseous GO,. By using the appropriate polarization transfer pulse 
technique, these contributions can be eliminated from the spectrum, leaving the small 
cage contribution visible ( fig. 3 ( top )). On the other hand, for a double hydrate of 
Propane and CO,, the "C spectrum indicates that nearly all of the CO, molecules are 
now located in the 5" cage, that, from the Xe spectrum, is slightly larger and shaped 
like an oblate spheroid. The very weak central line indicates that there is almost no 
CO, in the large cage of the hydrate. The two propane I3C resonance lines aren't 
resolved and occur as a single peak at - 18 ppm. 

Based on these observations, what would one expect for the Str. H small cages ? 
From the "*Xe spectra, the D and D' cages should be as large as the str. II D cage and 
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also quite asymmetric. An attempt was made to produce a hydrate Sample of 
neohexane with CO, as small cage guest. The product gave the i3C spectrum shown in 
fig. 4. Indeed, contributions can be found from CO, in both D and D' cages with NMR 
lineshapes characteristic of axial and non-axial symmetry. We can conclude that co, is 
indeed suitable as a small cage guest in str. H hydrate. 

CONCLUSIONS 
The long outstanding problem of the structure(s) of bromine hydrate has been solved 

succesfully by examining 16 crystals of different morphologies and hydration numbers. 
There is just one structure, now solved in detail, and it is the tetragonal form originally 
suggested by Jeffrey. 
By using the Xe NMR spectrum observed for xenon trapped in the small cages in str. I, 
I1 and H, it was predicted that the small cages in str. II and H should be good sites for 
Co,. This was confirmed by using '3C NMR spectroscopy to examine a number Of co, 
-containing hydrates. CO, is now also confirmed as a possible helpgas molecule for the 
structure H hydrate. The fact that all of the small cages ( D and D' in str I, I I  and H ) 
have different shapes and sizes ( especially as defined by 12'Xe NMR ) suggests that 
the Langmuir constants which define the affinity of small guests for these cages should 
also be different. 
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Table 1. Some details on the crystals of bromine hydrate studied 

Initial composition of Average degree of filling Crystal Stoichiometry" 
Solution (Br,:H,O) of large cavities' ( P, TA, T, ) ( Br,:H,O) 

1 :20 
1:14 
1:lO 
1 :7 
1 :5 

0.805 
0.914 
0.946 
0.962 
0,998 

1 : 10.68 
1:9.41 
1 :9.09 
1:8.94 
123.62 

a from analysis of crystal structure data 

Table 2 . Hydrate cages, cage sizes and '**Xe chemical shift data 

Structure cage type symmetry radiudk ox,(iso)b 6" qd 
(PPm) (PPm) 

I 5'*(D) m3 2.50 -242 0 
I 5I26,(T) 42m 2.93 -152 -2 1 

II 5',6'( H) 43m 3.28 -80 0 
II 5"(D) 3m 2.50 -231 -16 

H 512(D) mmm 2.50 -231 -13.6 0.8 
H 4'5'6'(D') 62m 2.50 -212.4 -31.8 _ _ _ _ _ _ _ _ _  _-_-__- H 5"6'(E) 6lmm 4.1 

----_-____________-------------------------------------------------------------------.--------------------- 
a estimate from X-ray diffraction data; isotropic chemical shift;" 6=(2/3)Ao - chemical 
shift anisotropy;d asymmetry parameter - departure of cage geometry from axial 
symmetry 

Figure 1. Morphology of different bromine hydrate crystals studied. In general, the 
massive form is seen most readily in dilute solutions, the needles in concentrated 
solutions. 
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Figure 2. General 
view of the bromine 
hydrate structure with 
the view 
approximately along 
the z direction; 
hydrogen atoms are 
omitted for clarity; the 
bromine atoms are 
shown in their many 
possible disordered 
positions in the cages, 
the maximum 
occupancy being one 
molecule per cage 

Figure 3. "C NMR 
powder patterns 
obtained for a) CO, 
hydrate b) double 
hydrate of CO, and 
propane. Note that 
the svmmetrv rather 
than ihe c ige size 
determine the 
chemical shift patterns 
which reflect the 
nature of the guest 
motion ( isotropic vs 
anisotropic). Pseudo- 
spherical cages give 
the sharp central lines 
( since cross- 
polarization methods PP" 

were used, the liquid 
and gaseous C02  are 
not visible ). 

250 zoo ma 100 50 

Figure 4. "C NMR 
spectrum for a str.H 
hydrate of CO, and 
2,2 dimethyl butane. 
There is a small 7 
amount of str. I CO, 1 hydrate present also. .j 
This spectrum does 1 
show liquid and ; 
gaseous CO, as a 1 
sharp line in the 
centre of the 
spectrum, as it was : 
not recorded with a ! 
cross -polarization ?; 
technique. The I3C 
tensor pattern is 
axially symmetric for -- 
the 4'5'6' (D) cage, 2y) 

and is a general 
tensor pattern for the 
low symmetry 5" (D) 
cage. 

m 1 9  100 Ppm 
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INTRODUCIION 
The Gulf of Mexico continental slope is a natural laboratory for gas hydrates that 
contain hydrocarbons from deeply buried thermogenic sources. Thermogenic 
hydrocarbons (oil and gas) from actively generating Mesozoic source rocks (>6 km 
burial depth) migrate vertically along conduits associated with actively-moving salt 
structures and faults to subsurface reservoirs (2-4 km) of Tertiary age'. The 
hydrocarbon trapping system is so "leaky" that large volumes of thermogenic 
hydrocarbons reach the sea floor', and enter the water column*. 

Although biogenic gas hydrates are abundant on the Gulf slopes, oil and gas from 
deep source rocks create a geochemically complex and physically dynamic 
environment for thermogenic gas hydrates at the sea floor. Structure II gas hydrate 
containing C1-C4 thermogenic hydrocarbon gases was first sampled in 1984 by piston 
cores in 530-560 m water depths on the Gulf slope offshore Louisiana4. 
Identification of the hydrate as structure I1 was based on the relative abundance of 
the C3 and i-C4 hydrocarbons4. The structural assignment was corroborated using 
solid-state nuclear magnetic resonance (NMR)5. Research on gas hydrates of the 
Gulf slope, however, has advanced rapidly in the last few years, and our objective 
here is to summarize new results. 

THE BUSH HILL STUDY AREA 
The Bush Hill site in the Green Canyon area of the Gulf slope offshore Louisiana is 
a well-documented site for study of thermogenic gas hydrates (27O47.5' N and 
91O15.0' W). Bush Hill is a fault-related sea-floor mound about 500 m wide, with 
relief of about 40 m6. Water depth of the mound crest is about 540 m, where mean 
water temperature is about 7" C (range = 6 to 11" C) Phase equilibria models indicate 
that Bush Hill is within the stability zone of thermogenic gas hydrates (Sloan, E.D., 
pers. communication). 

Sea-floor sediments contain crude oil and related free hydrocarbon gases. Bacterial 
oxidation of these hydrocarbons produces COz which precipitates as authigenic 
carbonate rock with isotopically-light 8l3C values7. The crest of the mound is 
colonized by seep-dependent chemosynthetic organisms including bacterial mats, 
vestimentiferan tube worms, and methanotrophic mussels8. Persistent natural oil 
slicks appear on satellite remote sensing images of the sea surface over Bush Hi@. 

Thermogenic gas hydrates and gases that vent to the water column at the mound 
crest are readily sampled by research submarines. Copious streams of gas vent 
continuously to the water column where subsurface migration conduits intersect 
the sea floor9Jo. Thermogenic gas hydrates form around the orifices of gas vents. 
The gas hydrates at vents are not dispersed in sediments as nodules or thin seams, 
but instead occur as continuous masses. Lens-shaped masses of yellow to orange gas 
hydrates breach the sea-floor at numerous locations on the crest of Bush HillgJo. 
The hydrates form sediment-draped mounds 30-50 cm high and up to several m in 
width, with exposed gas hydrate visible at the edges of mounds'o. 

Vent Gases 
The C1-C5 hydrocarbons of the vent gases are dominated by methane (Cl = 91.1- 
94.7%), and 813C values of C1 are within the narrow range of -42.4 to -45.6 %o PDB 
(Table 1). The Ci-CS distributions and 813C of C1 of the vent gases (Table 1) correlate 
to gases from underlying subsurface reservoirs of Jolliet Fieldll. 
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Table 1. Normalized C1-C5 hydrocarbon compositions and methane 813C of vent 
gases and thermogenic gas hydrates (Structure I1 and Structure H) at Bush Hill. 
Number in superscript indicates the citation to the data. 

Sample C1 8 1 3 ~  C2 C3 i-C4 n-C4 i-C5 

Vent Gas 10 93.2 -43.3 4.3 1.5 0.3 0.6 0.3 
Vent Gas 10 93.5 -42.5 4.3 1.4 0.2 0.4 0.2 
Vent Gas 10 94.7 -45.6 3.9 0.7 0.1 0.5 0.2 
Vent Gas 10 94.6 -43.8 3.8 0.7 0.1 0.5 0.3 
Vent Gas 10 91.1 -42.4 4.8 1.8 0.4 1.2 0.8 

Hydrate (1I)'o 71.7 -36.3 10.6 12.6 2.6 1.7 0.8 
Hydrate(n)lo 80.2 -38.5 9.4 7.3 1.6 1.2 0.3 
Hydrate(I1)IO 72.1 -39.9 12.4 11.4 2.3 1.6 0.3 

Hydrate(H)6 21.2 -29.3 9.5 7.5 2.5 17.5 41.1 

Structure I1 hydrate 
Hydrocarbon compositions of massive hydrate lenses of Bush Hill are shown in 
Table 1. The C1-C5 hydrocarbons of the hydrate gases are dominated by C1 (71.7- 
80.2%). The 813C values of C1 are in the range of -36.3 to -39.9 ?& PDB, somewhat 
heavier than vent gases, possibly because of bacterial activitylo. The Cz and C3 
hydrocarbons are both present in similar but relatively high percentages compared 
with the vent gas (Table 1). Preliminary NMR of an intact hydrate sample preserved 
in liquid nitrogen is consistent with structure I1 hydrate (Ripmeester, J., pers. 
communication). 

Structure H gas hydrate 
Structure H hydrates produced in the laboratory can enclose larger molecules than 
structure I or I1 hydrates, including common thermogenic hydrocarbons such as i- 
C5. Given the widespread occurrence of petroleum, it was postulated in 1993 that 
structure H hydrate could co-exist in nature with structure Il hydratel2. 

Evidence for the natural occurrence of structure H gas hydrate at the Bush Hill 
locality was first reported in 19946. Massive amber-colored gas hydrate breached the 
sea-floor. It had been exposed when a buoyant lobe of hydrate broke free of the 
sediment and floated upwards into the water column. Identification of structure H 
hydrate was based on abundant i-C5, which represented 41.1% of the total C1-C5 
hydrocarbon distribution of the sample (Table 1). The 8l3 C of C1 from the sample is 
heavy (-29.3 %O PDB), possibly because of bacterial activity6. 

Experimentally-Precipitated gas hydrate 
Gas hydrate was experimentally precipitated at the crest of Bush Hill in 1995 using 
natural vent gases as the starting materiallo. Water temperatures during 
experiments were 9.0-9.2OC. Precipitation of white to yellow gas hydrate was noted 
to occur within minutes. 

The hydrocarbon compositions of experimentally precipitated gas hydrates are 
similar to vent gas compositionslO. The c 1 - C ~  hydrocarbons of the experimentally 
precipitated gas hydrates gases are dominated by methane (C1 = 87.7-93.9%), and the 
813C values of C1 are withii the 40.5 to -45.3 %O PDB range. 

CONCLUSIONS 
Thermogenic gas hydrates occur on the Gulf of Mexico continental slope because of 
active vertical migration of oil and gas to the sea floor within their stability zone. 
The Bush Hill seep site on the Gulf slope is an important case history. Massive 
thermogenic gas hydrates occur in association with the orifices of hydrocarbon 
vents. Both structure I1 and structure H hydrates appear to co-exist in this 
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environment. Gas hydrate is also rapidly precipitated in sea-floor experiments 
using natural vent gas as the starting material. More sophisticated sampling and 
experiments from research submarine platforms could significantly enhance our 
understanding of thermogenic gas hydrate formation in the deep sea. 
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INTRODUCTION 
We have initiated a program of research into gas hydrate formation in the deep sea by controlled 
release of gas into natural sea water and marine sediments with the object of investigating the 
formation rates and growth patterns in natural systems, and the geochemical stability of the reaction 
products over time. Here we present a brief account of the experiments we have performed to date, 
we describe the novel experimental apparatus and procedures developed by our group for in situ 
oceanic work, and comment briefly on the significance of our results. 

Laboratory experiments on the formation of hydrates are well known (1,2,3) and the techniques 
typically involve rocking or shaking the reactants in a pressure vessel, and initiation of the reaction 
with ice crystals or by supercooling. The experience of laboratory researchers is that significant (> 
24 hours for methane) induction times delay the onset of hydrate formation (4), and several 
mechanistic theories have arisen to explain this lag in terms of the activation barrier associated with 
cluster formation. The growth of hydrates in nature does not involve shaking the reactants, nor is 
supercooling or the presence of ice crystals part of the deep sea natural environment, and therefore 
we approached our first in situ experiment with genuine curiosity as to whether the reaction would 
proceed via simple injection of the gas within the time frame of a few hours available to us for 
observation. We report here that we have repeatedly observed the formation of hydrates in a few 
seconds from methane, methane+ethane+propane, and C02, under various oceanic conditions, and 
have begun a program of time series observations of material left in place in our natural laboratory 
on the sea floor for an extended period of time. 

EXPERIMENTAL METHODS 
We have made use of Remotely Operated Vehicle (ROV) technology, and specifically the ROV 
Ventunu (5,6) operated by the Monterey Bay Aquarium Research Institute from the research vessel 
Point Lobos, to carry out our experiments. The basic vehicle has a depth rating of 1,850 m and is 
powered by a 40 hp electrohydraulic power pack. The vehicle is linked to the surface by a Kevlar 
armored tether with five copper conductors and an optical fiber core of ten elements which carry all 
control and telemetry signals. Imaging is provided by a Sony DXC-3000 three-chip color video 
camera with a Fujinon 5.5 to 40 mm zoom lens through which we observed and recorded the 
experiment. A Conductivity - Temperature - Pressure sensor (CTD; Sea Bird Instruments) is 
mounted on the vehicle and data is telemetered in real time to the control room. 

Below the main frame of the vehicle is an open tool sled structure which housed the gas tank for the 
methane, and mixed gas experiments. The basic system is similar to that described earlier by us (7). 
A pressure regulator set to 0.7 Mpa above ambient pressure and a needle valve that limited the flow 
rate to about 125 ml per minute were in line. Gas was distributed to the reaction chambers by four 
hydraulically actuated pistons (Allenair) operating quarter turn valves that were controlled directly 
by us through the Point Lobos control room interface. The valves and reaction tubes were mounted 
on an aluminum box frame carried on the front of the vehicle and positioned for optimum viewing. 
The reaction tubes were vented to the outside ocean by an overflow tube at the top of the cylinder, 
arranged so as to trap a small gas bubble at all times while allowing for pressure equalization. A 
peristaltic pump was attached to all reaction cylinders to flush sea water at the local temperature and 
salinity through the apparatus prior to gas injection. The gas flow schematics are illustrated in Fig. 1. 

For C02  release we faced the problem of dispensing a liquid at the pressures and temperatures 
encountered. Two systems were used: overpressuring the liquid C02 with a bubble of He gas to 
expel the fluid from a vertically mounted tank; and use of a hydraulically activated piston to expel 
the liquid C02 from a pressured reservoir. Once the C02 was expelled the gas flow, valving and 
reaction vessel were identical to that for methane. 

The gas was expelled into acrylic reaction cylinders ( 60 x 4.5 cm; volume 954 cm3 ) mounted 
vertically on the frame; a second reaction chamber with a plane viewing surface, and large enough to 
contain a temperature probe of five thermistors was also constructed and used in the later 
experiments. The chambers contained either sea water alone, or were partially filled with sediments 
of varying grain sizes. No provision was made for sample recovery on board ship at this time, and 
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the observations were purely visual, although the environmental conditions for the experiment are 
well defined by the CTD sensor. 

OBSERVATIONS 
Methane Hydrate Formation 
In our first experiment (January, 1996) we used pure methane gas ( Linde); the thermodynamic 
boundary for methane hydrate formation posed by the local hydrographic (P,T,S) conditions in 
Monterey Bay is close to 525 m water depth. We paused at about 500m to inject a small amount of 
gas as a precaution to clear the lines, then drove Ventana to a depth of about 910m and switched on 
the peristaltic pump to flush the system of trapped sea water and achieve T,S equilibrium with the 
external medium ( approximately 3.9OC; 34.42%0). Once the system had flushed we injected 
methane gas by bubble stream through a IO pm porous frit at the bottom of the reaction cylinders. 
Methane hydrate formation occurred within a few seconds, seen easily as a bright reflective bubbly 
mass at the gadwater interface at the top of the tube. The hydrate formed as a white rind on the gas 
bubble surface that appeared to separate the water and gas from further rapid reaction unless some 
mechanical disturbance occurred. The reaction was reproducible; an injection into a second reaction 
cylinder produced an identical result. No significant induction period was observed, nor was 
anything other than gas and natural sea water present. 

Of the two remaining reaction cylinders one contained about 20 cm of coarse sand, and the other a 
similar amount of fine grained mud. Here the hydrate formation was again first seen at the top of the 
tube. But the pores of the coarse sand matrix were soon observed to be flooded with hydrate, which 
sealed off further gas flow. The effect was to create cracking and then lifting of a major piece of the 
solidified sand column. Gas flow through the fine mud caused channels to open up since the 
capillary pressure for the gas to enter the pore spaces was higher than that required to displace the 
sediment. White hydrate masses quickly formed on the walls of the channels and gas created void 
spaces with an appearance and effect quite different from the coarse sand matrix. On recovery of the 
vehicle the hydrates formed in our experiment dissociated during transit to the surface, and we were 
not able to recover specimens for analysis. 

C02 Hydrate Formation 
In a second dive with an almost identical experimental arrangement (water, and sediment containing, 
reaction cylinders) we observed hydrate formation with C02. Here the local thermodynamic 
boundary for C 0 2  hydrate formation occurs at about 350111 water depth. We added a small amount of 
helium gas to the C 0 2  cylinder prior to the dive so as to create an overpressure to drive the liquid 
C02 out of the primary reservoir. Ventana was then driven to about 568 m, and gas injected as 
before. White hydrate “whiskers” appeared at the frit within a few seconds, and a mass of hydrate 
coated bubbles formed quickly at the upper gadwater interface. Any induction period for hydrate 
formation was so short as to be negligible. 

Our inspection of the performance of the apparatus at depth, and leakage of gas around valves, lead 
us to believe that our stratagem of using He to overpressure the C 0 2  had in fact created a C02/ He 
gas mixture, and that this particular experiment cannot therefore be strictly interpreted as pure C 0 2  
hydrate formation. Since He does not form a hydrate under any conditions the overall effect is likely 
to be small. Interestingly all C 0 2  hydrates formed were buoyant, and rose rapidly through the sea 
water to rest at the interface between gas and water. The density of C 0 2  hydrate is substantially 
greater than sea water, and the buoyancy is an indication of trapped unreacted liquid C 0 2  ( plus a 
small amount of dissolved He) in the formed product. Visual inspection, by close camera focus, of 
the bubbles of hydrate confirmed the presence of a liquid layer inside the hydrate sheath. Injection of 
C02 into the sediment containing cylinders produced a sequence of results very close to that 
observed for methane. 

Mixed Gas Experiment 
An experiment with a methane (90%) ethane (5%) and propane (5%) mixture was also carried out. 
Here the presence of propane as a hydrate Structure I1 former significantly shifts the hydrate 
boundary to shallower depths than that for methane alone; moreover the presence of propane is 
widely regarded as acting to reduce any induction period for hydrate formation. Since we have 
observed a very short formation time for CHq hydrate, the differential effect of using this gas 
mixture was insignificant and equally rapid hydrate formation on bubble surfaces was seen. 

Liquid C02 injection 
In an effort to create pure C 0 2  hydrate without the complexity of probable He contamination in the 
mixture, we rebuilt the gas release apparatus so as to contain liquid C 0 2  in a piston actuated 
cylinder. Care was taken to apply pressure from ROV system hydraulics to the open side of the 
cylinder throughout the dive so as to maintain a positive pressure over ambient and thus avoid 
pressures in the incorrect sense on the gas regulator. Here we dove to about 910111, and released C 0 2  
into the apparatus. At this depth only the liquid C 0 2  phase is present. No fine pore frit, but a simple 
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small bore tube, was used for sample introduction in this experiment for fear of plugging the 
apparatus completely. The effect was to create globules of liquid C02 which, after sticking 
temporarily to the release port, rose slowly to the upper interface. There it appeared that a fine film 
of accreting hydrate gave a pearly appearance to the external surface of the globules, which did not 
coalesce but remained as separated units. 

Thermal Signatures 
In a modification of our apparatus we replaced one of the cylindrical reaction tubes with a plane 
faced larger unit for better viewing. In this unit we placed a heat flow probe constructed by the 
Woods Hole Oceanographic Institution’s Alvin group. This consists of a metal rod about 1 m long 
with five thermistors each separated by about IO cm. Readout from the probe was fed directly to the 
control room for real time monitoring of the experiment. Working with pure C Q  gas in sea water 
we observed the temperature rise from the heat of formation during hydrate creation on bubble 
surfaces at the gadwater interface. Disturbance of the upper boundary by bubble flow created a 
mixed layer several centimeters deep which served to dissipate the heat, and it was not possible to 
gain a more quantitative estimate of the amount of hydrate formed. 

On termination of the experiment and on raising Ventana to shallower depths we immediately 
observed a temperature drop due to quasi-adiabatic expansion cooling of the unreacted gas in the 
head space. Adiabatic cooling of the sea water itself is much smaller, but can be evaluated since the 
equation of state for sea water is well known (8). The temperature drop associated with gas 
expansion continued on raising until the hydrate decomposition point was reached. This point was 
not identical with the external oceanic boundary condition for dissociation due to the lower 
temperature at equal pressure within the apparatus, but it was clearly defined by a sharp break in the 
temperature trend due to cooling from the heat of dissociation. 

Longer Term Observations 
We intend to make longer term studies of the in situ stability of the hydrates we form than can be 
afforded within the confines of a one day dive schedule. This has meant devising a means to leave 
the apparatus on the sea floor for an extended period, and to return to it periodically for inspection 
and sampling of the trends. We have begun this process by constructing a square frame designed to 
sit above the sea floor and to hold the reaction tubes in place at a level where they can be viewed by 
the vehicle camera on return visits. This requires some means to first form the hydrate, then sever 
the connecting gas lines, pick up the frame with the vehicle robotic arm, and place it away from 
Ventana so that we can exit the site. Retum to the location is provided for by deploying an 
interrogatable acoustic beacon nearby. 

We have completed the first step and have left in place both CHq and C02 hydrate conpining 
reaction cylinders at about 905 m depth at the “Clamfield” site in Monterey Bay. Revisits to this site 
after approximately 3 days, and 3 weeks, showed very little change in the hydrate structures we first 
formed. The cylinder containing CHq hydrate, unreacted gas, and sea water, was characterized by a 
bright white bubbly appearance. The bubbles with hydrate rind had not significantly coalesced or 
changed dimensions in the 3 week period. The C02 hydrate system, again containing liquid C02, 
hydrate and sea water, had the afforementioned appearance of pearly globules that remained as 
distinct entities separated by their hydrate sheath for the full observation period to date. 

DISCUSSION 
From the experiments we have carried out to date we can make some interesting conclusions about 
the manner and characteristics of hydrate formation in the deep sea, where the reaction medium 
contains the .normal assemblage of suspended particles, bacteria, and trace gases which characterize 
the natural environment. Firstly we have repeatedly made hydrates of several gases, each within the 
period of a very few minutes or seconds, by the simple technique of direct gas injection with no 
shaking or ice nucleation step whatsoever. The initial manifestation of this was the creation of 
hydrate coated bubbles at the gadwater interface; but hydrate also formed in seconds to minutes 
within the pore spaces of marine sediments where no provision was made for gas trapping. We 
surmise that passage of the gas bubbles around the sediment grains caused sufficient surface renewal 
that hydrate formed in a similar manner to the more easily visualized upper boundary, but with 
smaller unit size granules. No significant induction or lag period was observed for hydrate formation 
for any gas yet injected in this manner. 

Once formed the hydrate structures appeared quite stable. That behavior is consistent with the idea 
that the hydrate rind on bubble surfaces separates the inside gas from the outside water well enough 
that further growth must occur only slowly by diffusion of the reactants through the hydrate skin. 
Unless some defect or fracturing of the hydrate rind occurs, this appears to be the rate limiting step. 

Growth of hydrate in marine sediments is critically dependent on the grain size of the material. In a 
coarse material (sand) flooding of the pores results in cementing of the sediment into a massy unified 
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structure within seconds, yet yields no hydrate nodules of the kind often reported in nature (9). These 
nodular structures were observed in the process of forming in the flow channels carved by gas in 
experiments in tine grained mud, and the contrast between hydrate formation in the coarse and tine 
matrices was dramatic. 

Our work with C02 hydrate has yielded results'relevant to the proposed disposal of C02 in the deep 
ocean (IO). For instance the ease with which C02 hydrate forms will pose a challenge to deep 
injection facilities concerned with plugging of the system; and the observation of the relative 
stability of the hydrate coated globules restricts interaction between disposed C 0 2  and the 
surrounding ocean water. Furthermore, C02 hydrate did not separate spontaneously from unreacted 
C02; instead it formed a mass of intermediate density between sea water and liquid COz. Our 
observations were consistent with the description by Sakai et al. (1 1) of the natural venting of C02 
rich fluids on the ocean floor. 

Our experience with C02  hydrate formation is that the liquid C02 used experimentally requires 
excellent technique to handle. Post cruise analysis of our experiment carried out with He 
overpressure indicated by formal calculation (using the Peng-Robinson (12) equation of state) that 
the gas injected was indeed a COZiHe mixture, since under the conditions we used (about 4.40 C, 
1800 psia) to prepare the gas reservoir then about I O  mol% He will dissolve in the liquid CO2. 
Release of this at our in situ experimental conditions will form a mixture of about 20 volume % 
liquid phase, and 80 volume % vapor, accounting for our observations. 

Once formed from sea water/gas (or liquid) contact, the hydrates are stable over a period of several 
weeks, and quite possibly very much longer indeed, even though sea water and unreacted gas or 
liquid are separated only by a thin hydrate film. The initial attempt we made to study this was 
successful in separating the experimental apparatus from the vehicle, and leaving it in place. In 
future experiments we will leave hydrates within sediment matrices for later recovery, and arrange 
for greater sea waterihydrate contact, since water flow around the hydrates was quite restricted in the 
present system. 

Finally we are devising means for surface recovery of the experimental material for laboratoty 
investigation, and wish to apply the knowledge we have gained to a variety of important 
geochemical and gas disposal problems. 
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1. Line diagram of the experimental apparatus used for hydrate generation from the ROV Ventana; the 
various pieces are not to scale. 

2. Image of methane hydrate formed at the upper gadwater interface. The hydrate rind on bubble 
surfaces is plainly seen. The digital information on the screen gives (top, upper left) depth, and date 
and time ( lower right). The reaction cylinders are 4.5 cm. diameter. 

3. Image of both methane (right, white) and carbon dioxide (left, gray) hydrates approximately 3 
weeks after initial formation in experimental apparatus left on the sea floor. The granular appearance 
of the methane hydrate is retained; the less rounded blobs of liquid carbon dioxide have a thin veneer 
of hydrate that apparently prevents surrounding sea water from further reaction, 
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INTRODUCTION 
During last fifteen years the authors have been studying the generation and accumulation of 
submarine gas hydrates. In particular. expeditions have been carried out in the Caspian, Black, 
and Okhotsk seas (Ginsburg et al., 1990, 1992, 1993). and the Norwegian Sea (1996, 
unpublished) The results of our investigations have been summarized in a monograph 
(Ginsburg and Soloviev, 1994). That is the basis of this presentation. 

RESULTS AND DISCUSSION 
The analysis of the worldwide observational data suggests that submarine hydrates largely 
occur in local accumulations (Ginsburg and Soloviev, 1994, 1995). All observed submarine 
gas hydrates are readily divisible into two groups: associated and non-associated with fluid 
vents. Hydrates of the first group, which have been observed close to the sea floor in the 
Caspian, Black, Okhotsk and Norwegian seas, the Gulf of Mexico, and in several other sites 
(altogether in 11 regions, Fig.1) are controlled by fluid conduits: mud volcanoes, diapirs, and 
faults. As for the second group of gas-hydrates (deep-seated), their control by fluid flow may 
be usually deduced from an association with indirect borehole indications of fluid flows, such 
as relatively coarse-grained sediments and anomalies of pore water chlorinity (Figs.2, 3). 

The generation, accumulation and disappearance of any water-soluble naturally occurring 
compound in terms of water availability are governed by solubility variations of this compound. 
This is true also in regard to gas hydrates. It is extremely important for natural gas hydrate 
formation that the solubility of methane (which is the major component of natural hydrates) in 
water in terms of hydrate stability is little affected by the general (hydrostatic) pressure 
(contrary to "normal" conditions of hydrate instability) but is dictated essentially by the 
equilibrium pressure of hydrate formation, which is temperature-dependent. Since the 
equilibrium pressure of hydrate stability is diminished with decreasing temperature, methane 
solubility in water also decreases (Fig.4, solid line). Because of this, the solubility of methane 
in pore waters generally decreases towards the sea floor within the submarine gas hydrate 
stability zone (Fig.5). The higher the geothermal gradient, accordingly the thinner the hydrate 
stability zone, the sharper is the methane solubility decrease. 

Three major mechanisms of methane transport in sediments can be distinguished: dissolved in 
pore water flows, as free gas flows, and molecular diffusion. Hydrate precipitation from 
ascending methane-saturated water is thought to be the most straightforward (Ginsburg, 1990; 
Ginsburg and Soloviev, 1994). The hydrate zone forms a gas-geochemical barrier for 
methane-saturated water which rises either from below or from within this zone: as the water 
cools it should precipitate hydrate. The amount of precipitated hydrate obviously corresponds 
to the excess of dissolved methane (Le., over the solubility). Clearly the effectiveness of this 
process depends, in particular, on the rate of water flow and the water temperature; in the 
case of focused flow of warm water, the thickness of the submarine hydrate zone can 
decrease to zero. Gas hydrates being precipitated from infiltrated waters are progressively 
filling the sediment pore space and/or fracture porosity and eventually cement them, producing 
massive and vein hydrate sediment structures. 

Gas hydrates associated with free gas flows discharging on the sea floor were observed in the 
Gulf of Mexico (Brooks et al., 1994) and in the Okhotsk Sea (Ginsburg et al., 1993). Clearly, 
the gas seeping through the hydrate stability zone has no time to crystallize as a hydrate. After 
a hydrate film forms at the gas-water interface, each succeeding portion of free gas, prior to 
hydration, has to penetrate this film. Thus the rate of hydrate formation in the vicinity of free 
gas flows is limited by the rate of this penetration (i.e.. the rate of molecular diffusion), and 
hydrates are accumulated primarily from the water-dissolved gas: a solid (hydrate) phase 
grows at a distance from free gas. The lateral outward diffusion of methane of the ascending 
gas flow appears to be governed by the difference between chemical potentials of gaseous 
and dissolved methane at common depths. The above difference is deduced from the 
difference between the pressure of a free methane close to the hydrostatic pressure and the 
vapour pressure of dissolved methane, which in terms of pore water saturation should be close 
to the equilibrium pressure of gas hydrate formation (compare Ph and P, on Fig.6). Since this 
difference decreases with increasing subbottom depth, hydrate accumulations associated with 
ascending free gas flows are assumed to taper off downward. Accumulations of this type at 
great water depths should be more extensive than shallow ones (other factors being equal) 
because the considered difference increases with deepening water. It is self-evident that this 
model simplifies the matter. In fact, the heat release caused by hydrate formation enhances 
the outward methane transport and extends the diffusion aureole around ascending gas flow. 
Within this aureole the hydrates are thought to result not only from outward diffusing methane 
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but also from upward diffusion, the intensity of which is controlled by high gradients of 
Concentration and vapor pressure of water-dissolved methane in the hydrate zone (in terms of 
methane-saturated water); these gradients greatly exceed values outside the hydrate zone 
(Figs.5 and 6). 

A similar pattern of methane diffusion and gas hydrate accumulation should also characterize 
the vicinity of ascending flows of gas-saturated water. In particular this is possible around the 
water flows which are too warm for hydrate precipitation. High gradient of temperature nearby 
these flows provides favorable conditions for rapid gas hydrate accumulation. 

It is generally believed that diffusion plays only a destructive role in the history of hydrocarbon 
accumulations. In contrast, Egorov (1988) has put foward the concept of "directional diffusion 
recondensation". This implies the diffusional transfer of hydrocarbons which saturate Water in 
the presence of a temperature-controlled solubility gradient. According to this concept, the 
formation and accumulation of a hydrocarbon phase in the region of lower temperatUre results 
from such a transfer. We suggest that directional diffusion recondensation is just the process 
which governs gas hydrate accumulation in the vicinity of free gas and gas-saturated Water 
flows, as well as within and above the sediment sections where biochemical methane is 
intensively generated. Relatively impervious sediments may act as a cap in this process. 
DSDP-ODP data offer examples of gas hydrate occurrences close to the boundary between 
relatively coarse- and fine-grained sediments (Ginsburg and Soloviev, 1994). 

Thus, gas hydrates accumulate from water solutions, no matter whether methane is delivered 
into the reaction zone, by infiltration or diffusion. The important distinction between two modes 
of hydrate accumulation in sediments (aside from the process rate) lies in the source of 
hydrate water. In the case of hydrate precipitation from infiltrated gas-saturated water this 
source is flow itself; in the case of diffusional methane delivery the hydrate water is extracted 
from sediment pore water in-situ. 

We have proposed the term segregation to designate the mechanism of hydrate accumulation 
from diffusing gas and from water being extracted from sediments (Ginsburg and Soloviev. 
1994). A continuous delivery of methane and the associated formation of hydrate generates a 
migration of pure water into the reaction zone from the adjacent sediments or sea water. This 
mechanism of water migration is thought to be diffusion-osmotic. Hydrate inclusions of a 
different shape are formed during this process due to the dewatering of surrounding sediments 
if the latter are compacted. The shape of inclusions is obviously caused by the factors 
controlling the fields of gas and water chemical potentials. In particular the subhorizontal 
lenticular-bedded hydrate sediment structure observed in association with submarine gas 
vents in the Okhotsk Sea (Ginsburg et al., 1993) may result from the subhorizontal extension 
of isotherms. 

As a result of water redistribution during segregational gas hydrate accumulation, the total 
water content of hydrate-bearing sediments may turn out to be higher than that of the adjacent 
nonhydrated ones, as has been observed in the Okhotsk Sea (Ginsburg et al., 1993). A water 
content of sediments directly proportional to their hydrate content has been demonstrated in 
the Caspian Sea (Ginsburg et al., 1992). Hence the hydrate accumulation in sediments may 
imply not only gathering of gas but also of water. Due to hydrate water abundance, a sediment 
may become fluidized upon decomposition of hydrate. 

Diffusion is known to be an ubiquitous process in marine sediments. Since a hydrate of any 
origin is subject to subsequent decomposition and possible diffusional recondensation of the 
released hydrate methane, segregational hydrates are thought to be more common than those 
precipitated by infiltrated water. 

We mentioned two kinds of inhomogeneity of the geological medium exerting influence upon 
gas hydrate accumulation: permeability variations, which control fluid conduits and gas hydrate 
caps, and geothermal inhomogeneity (geothermal gradient), which predominantly governs gas 
solubility in water. In addition two other kinds of inhomogeneity - hydrochemical and lithological 
can have a pronounced effect on this process. It is well-known that water-dissolved salts inhibit 
(prevent) gas hydrate formation, i.e. hydrates form more readily from fresh water. Therefore, a 
gradient of water salinity within the hydrate zone under gas-saturation conditions must provoke 
a diffusional flux of methane into fresh water, where this amving methane should be hydrated. 
Such a situation may occur near boundaries of water flows. It is necessary to emphasize here 
that the solubility of methane in the fresh gas-saturated water is known to be higher than in 
saline water, whereas the corresponding methane fugacity, which actually should be 
considered as a driving force of diffusion, is higher in saline water (Handa,1990). 

A lithological (or in more exact terms, a porometric) inhomogeneity implies, in particular, a 
distinction of sediment pore size (we do not consider here a shape of sediment pores and their 
specific properties, which of course also affect gas hydrate accumulation). The pore medium 
influences the hydrate equilibrium (thermodynamic effect) and the kinetics of hydrate 
formation. The thermodynamic effect essentially is as follows: a pore surface is hydrophilic and 
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therefore lowers the pore water chemical potential. As a result, a higher thermodynamic 
concentration of methane is required for the formation of hydrate. In principle, this effect is 
similar to the influence of salts dissolved in water. This surface effect was studied by many 
authors and had been found negligible in terms of natural sediment water content. The kinetic 
effect lies in the fact that a pore size may be less than a gas hydrate critical nucleus size at a 
given temperature. In this case, for hydrate formation to start, more significant overcooling or 
oversaturation is required (Chersky and Mikhailov. 1990). We suggest that the essence of both 
effects (thermodynamic and kinetic) can be understood by examination of hydrate formation in 
adjacent sediments having different pore sizes. It is evident that the hydrate formation in 
coarse-pored sediments has an advantage over fine-pored ones - the same gas concentration 
in water may turn out to be sufficient to form hydrates in the former case and insufficient in the 
latter. What this means is hydrate can accumulate rather in relatively large pores in the course 
of sediment compaction and/or biochemical gas generation. 

CONCLUSIONS 
Submarine gas hydrates mostly occur locally and are linked to fluid flows. They accumulate 
from methane-saturated water, in the course of pore water infiltration and methane diffusion. 
Apart from the methane availability the accumulation of hydrates is controlled by physical 
factors such as temperature gradient, pore water salinity gradient and lithological variability. 
The hydrates precipitate at lower temperatures and from less saline water; relatively coarse- 
grained sediments make better hydrate reservoirs than fine-grained sediments. 
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Fig.2. Gas hydrate shows and sediment 
grain size in geological section at DSDP 
Site 570, Middle America Trench. 
Compiled from von Huene, Aubouin et 
al., 1985. 

Fig.1. 
Worldwide locations of 
observed submarine gas 
hydrates. Updated after 
Ginsburg and Soloviev, 
1994. 1, 2 - sea floor 
seepage-associated and 
non-associated gas 
hydrates, respectively. 

I 1 

Fig.3. Gas hydrate shows, sediment grain 
size, and pore water chlorinity in 
geological section at DSDP Site 491, 
Middle America Trench. Compiled from 
Watkins, Moore et al., 1981, and Gieskes 
et al., 1985. The chlorinity curve is drawn 
using sulfate as a measure of sample 
contamination with the sea water. For 
symbols of sediment grain size see F i g 2  
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Fig.4. Solubility of methane (S) 
in pure water plotted against 
temperature (1): isobars of 
solubility in terms of gas hydrate 
instability (set of dashed lines), 
and solubility in equilibrium with 
hydrate (solid line). Compiled 
using the data of Makogon and 
Davidson (1983) and Namiot 
(1991). 

S, crn3/g 

/ ' - -,lo MPa I 
----- 5MPa 

1 , 1 1 1 1 1 1 1  

10 20 t , O C  

' F i g 5  Vertical cross-section demonstrating solubility of methane in water under thermobaric 
conditions of continental margins (after Ginsburg and Soloviev, 1994). The dashed lines are 
isolines of solubility numbered in STP cm'/g. Dotted line is the base of thermobaric gas 
hydrate stability zone. Compiled using the data of Makogon and Davidson (1983) and Namiot 
(1991). Accepted assumptions: water is pure; bottom water temperature is 5°C for water 
depths down to 500 m. and 2% at greater depths; geothermal gradient is 30Wkm; hydrobaric 
gradient is 10 MPalkm. 
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Fig.6. Relationship between 
different kinds of pressure (P) 
affecting diffusion of methane in 
subbottom conditions. H is total 
depth = water depth + subbottom 
depth. Ph is conventional 
hydrostatic pressure. Pq is 
equilibrium pressure of methane 
hydrate; curves 1-4 relate to water 
depths 1, 2, 3, 4 km, respectively. 
P. is saturation pressure of 
dissolved methane within sulfate 
reduction zone. Accepted 
assumptions: water is pure, gas is 
pure methane (see also Fig.5). 
The Pq curves are the usual PT 
gas hydrate equilibrium curves but 
the temperature axis is replaced 
by the depth axis based on the 
accepted assumptions. 

,- 

1 

484 



ON THE MECHANISM OF GAS HYDRATE FORMATION IN SUBSEA 
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INTRODUCXION 
Gas hydrates are crystalline molecular complexes formed from mixtures of water 
and suitably sized gas molecules. Based on hydrogen bonding, water molecules 
form unstable lattice structures with several interstitial cavities. The gas molecules 
can occupy the lattice cavities and, when a minimum number of cavities are 
occupied, the crystalline structure becomes stable and solid gas hydrates are 
formed, even at temperatures well above the ice point[ll. The known gas hydrate 
structures are; structure-I, structure-II, and the recently discovered structure-H[2]. 

The necessary condition for hydrate formation is the presence of water or ice, 
suitably sized non-polar or slightly polar molecules, together with appropriate 
pressure and temperature conditions. In subsea environments, the sediments are 
normally saturated with sea water and a combination of the geothermal gradient 
and the weight of the column of water (which causes a hydrostatic pressure) could 
provide the right conditions for hydrate formation. Under these conditions, gas 
released from biogenic activities (or seepage from oil and gas reservoirs) could 
form gas hydrates. Current estimates show that the amount of energy in the gas 
hydrates is twice that of the total fossil fuel reserves, indicating a huge source of 
energy which could be exploited in the right economical conditions[ll. 

Although most scientists agree on the process of hydrate formation in subsea 
sediments, the mechanism of gas hydrate formation is the subject of some debate. 
Some researchers suggest that the presence of the free gas phase is necessary and 
gas hydrates form in the gas-water interface. Others believe that at least a local 
supersaturation of gas with respect to gas-water equilibria is required. Some 
propose that this supersaturation will result in the evolution of micro-bubbles and 
hence formation of gas hydrates. While others suggest that there is no need for the 
presence of gas bubbles for the hydrates to be stable[1,3-51. 

In this presentation, a thermodynamic model, validated against experimental data, 
is used to predict the solubility of methane in pure or saline water. The results 
show that gas hydrates could form from dissolved gas as well as from free gas. 
Based on the above findings, two mechanisms for hydrate formation in subsea 
sediments have been suggested and discussed. 

It should be noted that, the hydrate forming gas is assumed to be pure methane to 
simplify the argument. Obviously for multi-component systems, upon hydrate 
formation, some compositional variation will occur which will result in changes in 
equilibrium conditions. Also, any effect due to capillary forces and the type of 
rock has been ignored in this work. 

THERMODYNAMIC MODEL 
The fugacity of each component in all fluid phases, including the salt free water- 
rich phase, have been calculated by an equation of state (EoS). The saline water 
phase has been modelled by combining the EoS with the modified Debye-Huckel 
electrostatic term, using only one interaction parameter. In optimising the water- 
salt interaction parameters, water vapour pressure depression data at 373.15 K and 
freezing point depression data have been used. For the gas-salt interaction 
coefficient, gas solubility data in single electrolyte solutions at different 
temperatures and salt concentrations have been used. The model has been 
extended to mixed electrolyte solutions with nine salts in its library. A detailed 
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description of modelling vapour, liquid hydrocarbon, salt free water phase, hydrate 
phases, ice phase, and saline water phase is given elsewhere[6 '71. 

Figure-1 shows methane solubility in distilled water at different temperatures. 
There is a good agreement between experimental[8] data and predictions which 
demonstrates the success of the EoS in representing highly polar systems. 

Methane solubility in distilled water and in 1 and 4 molar NaCl solutions are 
presented in Figure-2. The agreement between experimental[gl data and 
predictions is very good, which indicates the reliability of the thermodynamic 
model. (There are some deviations for pure water at higher pressures, which could 
be due to the inaccuracy of experimental data, as Figure-1 shows better agreement 
for the case of pure water). 

RESULTS AND DISCUSSIONS 
Figure-3 shows the predicted methane solubility in the water-rich phase in a wide 
temperature range (Le., 275 to 400 K), at different isobars. This figure indicates 
that methane solubility passes through a minimum. The dashed lines show the 
methane solubility in metastable conditions. Also in the above figure, the 
concentration of methane in the water-rich phase at water-hydrate and water- 
hydrate-methane phase equilibria are presented. 

For simplicity, the sea water in subsea sediments is represented by 3.5 Wt% NaCl 

water, is depicted in Figure-4. Constant pressure lines are replaced by depth, 
taking into account the density of the sea water. Again the dashed lines, which are 

solubility in the water-rich phase at metastable conditions. For simplicity, pressure 
(or depth) is assumed to be constant; by cooling and moving along the constant 
pressure line, the system will approach the water-hydrate-methane equilibrium 

required, methane hydrates could form at this point. In the absence of a free gas 
phase, a further reduction in temperature will cause more hydrates to form and the 
methane concentration in equilibrium with hydrates to reduce. Nevertheless, for 
hydrate formation, a certain degree of subcooling is required. Therefore, the 
methane concentration in the water rich phase could be as high as those presented 
by the dash lines. However, when hydrate formation is initiated the equilibrium 
methane concentration in the water-rich phase is much lower. This means that gas 
hydrates could form without the presence of a free gas phase. 

In the presence of a free gas phase and under the above conditions (constant 
pressure, temperature, and composition), hydrate formation would cease only when 
one of the phases (Le., water or the free gas phase) disappears. However, in the 
presence of sea water the increase in the concentration of salts (due to hydrate 
formation) could inhibit the further formation of hydrates, as discussed later. 

aqueous solution. Methane solubility in the water-rich phase in the presence of sea 

the extension of methane solubility in water-gas equilibria, show the methane 
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point, i.e. the potential hydrate formation temperature. Assuming no subcooling is 

/ 

The effect of salt@) on the equilibrium concentration of methane in the water-rich 
phase is presented in E'igure-5. As shown, the presence of salt(s) wilI reduce the 
methane solubility, and inhibit hydrate formation, as the hydrate-water-methane 
point for 3.5 Wt% NaCl solution is at a lower temperature compared to pure water. 

Figure-6a shows the mole% hydrates formed from dissolved gas in 3.5 Wt% NaCl 
solution at 280 K. The x-axis is pressure (or depth). As an example, at 20 MPa 
(1993 m depth), the dissolved gas in the metastable condition is enough to form 
1% hydrates. However, the amount of hydrates could be as high as 2.2% for 60 
MPa pressure (5980 m depth). 

As shown in Figure-6b, the 1% hydrates will increase the salt concentration by 
0.03 Wt%, Le., the salt concentration will increase from 3.5 to 3.53 Wt%. 
However, the effect on phase equilibria conditions is insignificant (an inhibition of 
0.013 K). This means that for further hydrate formation, the controlling factor is 
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most likely to be the supply of gas. As the gas concentration in the hydrate 
stability zone is significantly lower, the gas could be transported by diffusion. 
Convection is also another means of supplying gas to the hydrate suability zone. 

Based on the above results the following two mechanisms are proposed for hydrate 
formation in subsea sediments: 

1. Hydrate formation from dissolved gas: 

- Gas released from biogenic and thermogenic sources are dissolved in sea water. 
- The dissolved gas reaches the hydrate stability zone by diffusion, or the water 
containing the dissolved gas reaches the hydrate stability zone by 
convection/advection, 
- Hydrate formation initiates at a certain degree of subcooling and the 
concentration of gas in the water-rich phase is reduced, as shown in Figure-4. 
Therefore, the gas concentration (in the water-rich phase) outside the hydrate 
stability zone would be higher than that inside the hydrate stability zone. 
- More gas is provided to the hydrate suability zone by diffusion (due to the 
concentration gradient) for further hydrate formation. 

As mentioned previously, the increase in salt concentration due to hydrate 
formation is very small. Therefore, the diffusion of gas from the high 
concentration region to the hydrate stability zone is likely to be the controlling 
factor. 

2. Hydrate formation from free gas: 
- Free gas is generated in-situ, or reaches the hydrate stability zone by convection. 
- Large amounts of hydrates could be formed which could result in the 
consumption of all the free gas, or a significant increase in the salt concentration in 
the pores. 
- The increase in salt concentration could inhibit further hydrate formation (Figure- 
5), unless the salt concentration is reduced by diffusion. 
- More free gas is converted into hydrates. This process will terminate when all 
the gas (or water) is converted into hydrates. 

In the above mechanism, the transfer of salts by diffusion is likely to be the 
controlling factor. 

ACKNOWLEDGEMENTS 
The authors would like to thank Professor Westbrook and Dr Minshull for very 
useful discussions. 

REFERENCES 
1. Sloan, E. D., Clathrate Hydrates of Natural Gases, Marcel Dekker Inc., New York, 

(1990). 
2. 

3. 

4. 

5. 

Ripmkester, J.A., Tse, IS, Ratcliffe, C.I., and Powell, B.M., “A New Clathrate 
Hydrate Structure”, Nature, Vol. 325, No. 135,, pp. 135-136, (1987). 
Miller, S.L., “The Nature and Occurrence of Clathrate Hydrates”, Natural gases in 
Marine Sediments, Ed. Kaplan, I.R., Plenum Press, New York, (1974). 
Makogon, Y., “Gas Hydrate Formation in Porous Media”, Proceed. of the 2nd 
International Conference on Natural Gas Hydrates, pp. 275-289, (1996). 
Brown, K.M., Bangs, N.L., Froelich, Kvenolden, K.A., “The Nature, Distribution, 
and Origin of Gas Hydrate in the Chile Triple Junction Region”, Earth and 
Planetary Science Letter, Vol. 139, pp. 471-483, (1996). 
Tohidi, B., Danesh, A., and Todd, A.C., “Modelling Single and Mixed Electrolyte 
Solutions and its Applications to Gas Hydrates”, Chem. Eng. Res. and Des., Vol. 
73 (May), Part A, pp. 464-472, (1995). 
Tohidi, B., Danesh, A., Burgass, R.W., and Todd, A.C., “Gas Solubility in Saline 
Water and Its Effect on Hydrate Equilibria”, Proceedings of the 5th International 
Offshore and Polar Engineering Conference (ISOPE-95), Vol. 1, pp. 263-268, 
(1995). 
Culberson, O.L., and McKetta, J.J., Petrol. Trans. AIME, Vol. 192, P. 223, (1951). 
O’Sullivan. T.D.. and Smith. N.O.. “The Solubilitv and Partial Molar Vnlurne of 

6. 

7. 

8. 
9. ~- - ~ . _______ _-  
Nitrogen and Methane in Water and in Aqueous Sodium’Chloride from 50 to 125 
100 to 600 Atm”, J Phys Chem, Vol74, No 7, pp. 1460-1466, (1970). 

and 

487 



350 

600 

E 500 3 
@ 400 

g 300 
l i  

200 

100 

0 

3 
v) 

300 

5 250 a 

- 

- 

- 

- 
- 
- 

I I 

!!! 200 
3 
v) 
v) 2 150 
a 

100 

50 

0 Experimental, T=25 "C 
- A Experimental, T=37.8 "C 

W Experimental, T=71 .I "C 
- - Predictions, T=25 "C 
- Predictions, T=37.8 "C 
- Predictions, T=71 .I "C 

Data: Culberson & McKetta, 1951 
Predictions: This work 

0' I 
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 

Methane, mole% 
Figure-1 Experimental and predicted methane solubilities in distilled water. 

700 4 Molar 1 Molar Distilled water 4 

Data: O'Sullivan and Smith,l970 
Predictions: This Work 
Data: O'Sullivan and Smith,l970 
Predictions: This Work 

I \ater-hpthane-l&drate Later-meihane ' 

5 

c 4  F 
8 3  
0 
.r 

2 

60 MPa 
50 MPa 
40 MPa 

30 MPa 

20 MPa 

10 MPa 
5 MPa 
2.5 MPa 
1 MPa 

1 

0 
270 290 310 330 350 370 390 

I 

Temperature, K 
Figure-3 Predicted methane concentrations in the water-rich phases (Salt free) of 
water-methane, water-methane-hydrate, and water-hydrate equilibria. I 

488 > 

, 



---___ 

270 275 280 285 290 295 300 305 
Temperature, K 

Figure-4 Predicted methane concentrations in the water-rich phases (3.5 Wt% 
NaCl) of water-methane, water-methane-hydrate, and water-hydrate equilibria. 

0 a 

" I  \ '  water-methane I 

b 

water-hydrate Pressure=60 MPa 
0 
270 290 31 0 330 350 370 390 

Temperature, K 

I I I 

Figure-5 Effect of water salinity on methane concentration. 

5 z s 
v) 2.5 , 
cu Temperature=280 K 

- Increase in salt concentrations, Wt% 
0.01 0.03 0.05 0.07 

K 
0 
f 2.0 - 
'0 > r 
al 
0 

v) 1.5 

g 1.0 -: 
3 

- 
- 

> c 0.5 - 
n> 

- 
7 Pressure, MPa 

Figure-6 Percent hydrates formed from the dissolved methane and the increase in 
salt concentration. 

489 
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INTRODUCTION 
The discovery of huge deposits o f  methane hydrate in situ (a possible energy source in the future), the 
production problems associated with the offshore oillgas exploitationltransportation, and the new 
applications o f  hydrate technology have renewed interest in hydrate research in the past decade. 

The two basic problems to be studied are the hydrate equilibrium thermodynamics and the hydrate 
formationldissociation kinetics. Most of the papers published previously have been related to the former 
topic, a number o f  engineering applicable thermodynamic models has been developed, including recent 
models for salt-containing systems (Zuo et al., 1996; etc.). Compared to hydrate equilibrium 
thermodynamics, our knowledge on the kinetics o f  hydrate formation are far from mature. Due to the 
complexity o f  the dynamic process of hydrate formation, and the lack of consistent experimental data, a 
generalized kinetic model is not yet available. Since knowledge o f  the kinetics o f  hydrate formation is  o f  
critical importance in the transportation pipeline design, effective utilization o f  the methane hydrate 
resource in situ, and the various applications o f  hydrate technology, i t  has received increasing attention 
in recent years. Comprehensive reviews on the progress are available (Sloan, 1990; Makogon, 1981; 
Englezos, 1993; and Qiu and Guo, 1995). 

The major objectives of this work are: ( I )  Measure the kinetic data of methane hydrate formation in the 
presence o f  pure water, brines containing single salt and mixed salts, and aqueous solutions of ethylene 
glycol (EG)/(salt + EG). (2) Develop a new kinetic model o f  hydrate formation for the methane + pure 
water systems based on a four-step formation mechanism and reaction kinetics approach. (3) Explore the 
feasibility ofextending the proposed kinetic model to salt(s) and EG containing systems. 

EXPERIMENTAL SECTION 
Apparatus. It is well known that the specific equipment used in the study of hydrate formation kinetics 
has significant influence on the experimental results. There are basically two types o f  equipment, fixed 
boundary type and turbulent boundary type. The former is more suitable for simulating the hydrate 
formationldissociation in situ, and the latter is closer to the conditions in the transportation pipelines and 
natural gas processing equipment. The apparatus used in this work belongs to the latter type. The 
schematic diagram of the experimental system is shown in Fig. 1, and the major parts are briefly 
described as follows: 

Transmrent samhire cell: The 2.5 cm i.d. sapphire cell was purchased from the DB Robinson Design 
& Manufacturing Ltd. (Canada), the total volume and the effective volume (excluding the piston and 
stirrer volume) are 78 and 59 mL, respectively. The working volume o f  the cell can be adjusted by a 
floating piston driven by a positive displacement pump. The maximum working pressure and 
temperature are 20 MPa and 423 K, respectively. 

Air bath The air bath was manufactured by Shanghai Instruments Corp., the working temperature 
range i s  263 - 373 K and can be controlled to within f0.2 K by a digital programmable temperature 
controller. 

The agitation system consists o f  a magnetic stirrer coupled with a permanent 
magnet mounted outside o f  the cell. A variable speed DC motor equipped with an rpm-controller 
provides up and down reciprocating motion o f  the magnet. 

Pressure meusurement: The pressure in the cell was measured through pressure transducer and 
pressure gauge simultaneously. A differential pressure transducer (Honeywell Inc.) was connected with 
the data acquisition system. The precision of the DP transducer at the working span (0 - 10 MPa) is  
fO.l %. A 0 - 25 MPa Heise pressure gauge was also installed for taking parallel pressure 
readings. The pressure measurement system was calibrated against a Ruska standard dead-weight gauge, 
and the precision of the pressure measurements is  estimated at f0.015 MPa. 

Experimental Procedure. The kinetics o f  hydrate formation can be studied in two modes: the constant 
temperature-constant pressure mode and the constant temperature-constant volume mode. In the former 
mode, to maintain constant system pressure, the hydrate former gas consumed in the hydrate formation 
process is  continuously supplemented from outside. In the latter mode, the system is closed, with its 
volume kept constant, and the system pressure is lowered gradually in the hydrate formation process. 
The latter mode w-as applied in this study. 

Prior to performing the experiment, the floating piston was lowered to the bottom o f  the sapphire cell and 
its position was unchanged during the measuring process. About 12 mL  liquid sample was charged into 
the evacuated sapphire cell. When the system temperature stabilized at the preset value, methane was 
introduced into the cell until the pressure was raised to about 4.0 MPa. The gas was then discharged to 
eliminate the trace amounts of residual air in the cell. Methane was again charged until the preset initial 
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system pressure was attained, then the DC motor to actuate the magnetic stirrer was started with the 
s:irrer was moving up and down at a rate of four strokes per minute. The system temperature and the 
change of system pressure were recorded through the data acquisition system every 30 seconds, and 
displayed on the monitor screen. 

Experiments Performed. The systems studied and the corresponding operating conditions are 
summarized in Table 1. A total of 30 sets of kinetic data were measured for the following systems: 
methane t water, methane +water + salt(s), methane + water + EG, and methane + water + salt + EG. 

Experimental Results. A typical pressure vs. time ( P  - t) curve measured for the methane hydrate 
formation process is shown in Fig. 2. The curve can be roughly divided into three zones. The first zone 
(from to to ts) is called the “gas dissolution zone”, Ps stands for the system pressure when saturation of 
the dissolved gas is established. The second zone (from Is to tr) is called the “nuclearion zone”, system 
pressure remains nearly at constant in this zone. The time interval from Io to tr is the so called induction 
period. The third zone, from rr to id, is called the “crystalgrowth zone”, i n  this zone the system pressure 
falls gradually from Pr to Pd and remains stabilized after time td. The three zones are divided rather 
arbitrarily, as in fact, nucleation could proceed simultaneously with the gas dissolution process. The 
relative time distribution of the three zones in the 30 experiments performed are also listed in Table I .  
The detailed P - t data for typical experiments are given in Table 3 and Figs. 3 - 5 along with the 
calculated results which are discussed below. 

Analysis ofthe Experimental Results. From Table I ,  it can be seen that the time interval of the gas 
dissolution period is, in general, I - 2 hours, however, the time interval of nucleation period differs 
appreciably for the experiments performed, from - 25 minutes (E04, E08, and E25) to - 5 hours (E16), 
and for some experiments (EO1 and E20) no crystal nucleus was formed even after IO hours. Since 
during the nucleation period, the liquid phase is in the metastable stole, the nucleation process is 
sensitive to very small perturbations to the system. This caused difficulty in obtaining repeatable results 
even when the experiments were run under identical temperature and initial pressure conditions (E09a - 
E09c). The time period for crystal growth also differed significantly for experiments run under different 
operating conditions, from 80 minutes (E04) to more than 5 hours (E28). 

Under the same operating temperatures, the initial pressure has little effect on the time interval of gas 
dissolution period (EO1 - E04 and E05 - E09), however, its influence on the nucleation period is 
significant. In general, the lower the initial pressure, the longer of the nucleation period. Similar initial 
pressure effect was observed in the crystal growth period (E02 - E04 and E07 - E09). 

The temperature effect on the time interval of gas dissolution and nucleation periods (under same initial 
pressure) is, in general, thebigher the temperature, the longer the time period (E10 and E12, E08 and 
El I). The effect increases with the lowering of the initial pressure. Significant temperature effect was 
also observed in the crystal growth period; the time interval increase almost linearly with the increase of 
temperature, however, the temperature effect seemed not as sensitive to the initial pressure in this period. 

The effects of inhibitors (saWethylene glycol) on the hydrate formation process are quite complex. When 
the concentration of the inhibitor is less than I .O mass%, the effect of concentration is not obvious on the 
time distribution ofthe three periods (El3 and E14, E17 and E18, E21 and E22). 

For concentrations greater than 1 .O mass%, the time interval of gas dissolution period is little effected by 
the inhibitor concentration, however, the concentration has significant effect on the time interval of 
nucleation period, the higher the concentration the longer the time interval (E15 and E16, E l9  and E20, 
E23 an E24, E26 and E28). The order of inhibition effect is as follows (when concentration of inhibitor > 
1 .O mass%): EG > NaHC03 > NaCl> (NaCI + NaHC03) > (NaHC03 + EG) > (NaCI + EG). 

An interesting phenomenon observed in the experiments is that when the concentration of inhibitor is 
less than 1.0 mass% (E13, E14, E17, E l 8  and E25), the induction time (gas dissolution period + 
nucleation period) is significantly shorter as  compared with the methane + pure water systems (run under 
similar temperature and initial pressure conditions). It is in consistency with the observation of Yousif et 
al. (1994), that the hydrate formation could be enhanced at low inhibitor concentration. 

MECHANISM OF METHANE HYDRATE FORMATION 
In this work, the mechanism of methane hydrate formation in pure water was described by the following 
four steps. 

Step I: A portion of the methane molecules in the gas phase dissolve into the aqueous phase, and the 
dissolved methane molecules are clathrated by n water molecules to form a metastable cluster (i.e. the 
water molecules comprising the clusters may be replaced by other water molecules in the bulk), 

k l  

k- I 
CH4(g) e CHdaq) (1) 

CHq(aq) + nH2O CH4. nH2O (2) 
k2 

k-2 
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Following Long and Sloan (1993). the coordination number n was taken as 20. Since the structure of this 
labile cluster is similar to the 512 hydrate cavity (Christiansen and Sloan, 1994). we assume their size is 
also similar, i.e. - 0.5 nm. 

Step 2; The link of clusters to form a crystal unit. 
k3 

k-3 
m(CH4. nH20) e==* mCH4 rH20  + (mn - r)H20 (3) 

I t  has been well established that methane forms structure I hydrate, the structure I hydrate crystal unit 
cell contains 46 water molecules, and consists o f  two and six 51262 crystal cavities. The maximum 
number of methane molecules per unit cel l  i s  8. Assume the crystal unit in Eq. (3), mCH4 . rH20, is  an 
ideal crystal unit cell (with its cavities fully occupied), thus m = 8, and r = 46. It is  also assumed that the 
size of the crystal unit cell mCH4 . rH2O is the same as the crystal unit cell o f  structure I hydrate, and is 
thus taken as 1.2 nm (van der Waals and Platteeuw, 1959). Since the size o f  the crystal unit is smaller 
than the critical size, some o f  the crystal units could be dissociated back to individual labile molecular 
clusters, and the others wi l l  be further linked to form a stable crystal nucleus, its size exceeding a certain 
critical size. 

Step 3: Crystal units linked to form crystal nucleus N, 
k4 

l(mCH4. rH20) - N (4) 
Englezos et al. (1987) proposed an equation for calculating the critical size o f  hydrate crystal nucleus. 
Based on the proposed equation, Natarajan et al. (1994) calculated the critical size o f  the methane 
hydrate crystal nucleus to be approximately 10-30 nm. That means, about 8-25 unit cells with a size of 
1.2 nm are required to form a crystal nucleus of the critical size, i.e. I = 8-25. Thus, approximately 
64-200 methane molecules and 368-1150 water molecules are required to form a crystal nucleus of 
critical size. 

Step 4: Crystal nucleus growing to form hydrate crystal H, 
kS 

p C W 4  + N + qH20 - H ( 5 )  
During the crystal nucleus growing period, hydrate crystals H with different sizes could be formed. 
Graauw and Rutten (1970) has measured the size distribution o f  propane hydrate crystals (structure 11) in 
a continuous stirred tank crystalizer, the results showed that the crystal size is within 10 - 35 pm, the 
average being about 20 pm. Bylov and Rasmussen (1996). Monfort and Nzihou (1993) have also studied 
the crystal size distribution. Based on the size distribution data available, we can conclude that the size of 
the methane hydrate crystal is at least three times in magnitude larger than the size of the critical crystal 
nucleus. The magnitude ofp and q in Eq. (5) should be IO5 and 106, respectively, 

KINETIC EQUATIONS 
For simplifying the derivation o f  the rate equations involved in the hydrate formation process, the 
following assumptions were made: 
( I )  The rate o f  concentration change of each component ( ri ) in the reactions shown in Eqs. (I) to ( 5 )  
can be expressed in the following polynomial form, 

dC; 

(6) r i = - - = e . a  , e, P '.' 
df  

where C; and C. represent the concentration (mol/L) of components i and j ,  a and p denote the order of 
concentration ciange. 
(2) The order o f  concentration change is unity for all components ( ~ ~ p l . 0 ) .  
(3) The water content in the aqueous phase is  constant during the hydrate formation process. 
(4) The volume of gas phase and liquid phase remain unchanged during the hydrate formation 

process. 

Based on the above assumptions, the following rate equations can be derived: 
dCG 

dCA 
_ -  - klCG - k-ICA - k$A + k-2CB - pkjcAcN 

dCB _ _  - k2cA - k - 2 C ~  - mk3Cg + m k j C g  

dCD _ -  - k3cB - k-3CD - /k&D 

dCN _ _  - k4CD - kscAcN 

dCH 

(7) - = -k jCG + k.jcA 
di 

(8) 
d f  

(9 )  
dr 

(10) 
dt 

( 1 1 )  
df 

(12) - _  - W A C N  
dt 
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where Cc; stands for the apparent mole concentration of methane in the gas phase (mole of methane in 
gas phase per liter of liquid phase), CA, CB, CD, CN and CH denote the concentrations (mol/L) of 
CHq(aq), CH4 . nH20, mCH4 . rH20, N and H. respectively. Based on assumption (3), the concentration 
of water in the liquid phase does not appear in the rate equations. At initial conditions: I =O, CG = C@, 
CA = CB = CD = C N =  C H =  0, from mass balance of methane we have: 

c@ = c G +  CA + CB + mCD+ ImCN+ (Jl+ h ) c H  (13) 

Since CG, CA, CB, CD, CN and CH are restrained by Eq. (13), only five of the above six concentration 
variables are independent. The concentration of the metastable molecular cluster CB was chosen as a 
dependent variable. From Eq. (13) we have: 

CB = c@ - CG - CA - mCD - h C N -  (p + h ) c H  (14) 

Eq. (9) can then be removed from the rate equation set. Substituting Eq. (14) into Eqs. (8) and (IO) 
yields: 

dCA _ _  - k.2C@ + (k l  - k - 2 ) C ~  - (k.1 + k2 + k.2)C~ - mk.2 CD - 

dCD 
_ -  - k3(C@ - CG) - k 3 C ~  - (mk3 + k.3 + lk4 )CD - l m k j c ~  - 

di 

dt 
I m k - 2 C ~ -  (p + / m ) k . 2 C ~ - p k ~ C ~ c ~  (15) 

@ + I m ) k 3 C ~  (16) 
The initial conditions are changed to: 1 = 0, CG = C@, CA = CD = CN = CH = 0. 

Eqs. (7), (I I), (12), (15) and (16) coupled with the corresponding initial conditions constitute the 
mathematical model of the kinetic behavior of methane hydrate formation in pure water. 

THE LEAST SQUARE ESTIMATION OF THE KINETIC PARAMETERS 
In the rate equations established in the previous section, there are eight unknown parameters: kl ,  k.1, k2, 
k.2, k3, k.3, k4 and k5. As kl and k.1 are restrained by the following expression of equilibrium constant 
Kc (derivation is referred to the expanded manuscript): 

ki  CwOZRTVl 
(17) K c = - =  

k-l , , w g  

kl klHVg 

where CwO, Zand Hdenote the initial water concentration, compressibility of methane and Henry's 
constant of methane, respectively. k.1 can be calculated through kl as follows: 

(18) k.1 = - = ___ 
Kc CwOZRTV/ 

Thus, only seven unknown parameters (k l ,  k2, k.2, k3, k-3, 4 and k5) in the kinetic equations needed to 
be determined. 

The damped nonlinear least square method was used for parameter estimation, the details of the 
algorithm are also given in the expanded manuscript (which is available on request). The regressed 
parameter values for the methane + water systems are tabulated in Table 2, and a typical comparison 
between experimental and calculated P - I  data for Experiment E09b is shown in Fig. 3. 

TEST ON THE PROPOSED KINETIC MODEL 
Sensiliviry on Inilial Pressure. Experiments E01 - E04 were run under the same temperature (273.65 K) 
and different initial pressures. Tests were performed on the prediction of the P - I  data of E01 - E03 
based on the parameter values determined from E04. The test results show that, in the gas dissolution 
zone the deviations between experimental and calculated gas phase pressure are in the range of 4 . 1  1% - 
4.50%; in the nucleation zone, the maximum relative deviations are -0.37% for E02 and E03, and 
0.74% for EOl(no hydrate finally formed); and in the hydrate growth zone, the maximum relative 
deviation is -0.29% for E02 and E03. Typical comparison between the experimental and predicted P - I 
curves for EO1 is shown in Fig. 4. 

Experiments E05 - E09 were also run at the same temperature (274.15 K) and different initial pressures. 
The P - I data of Experiments E08, E09b and E09c were predicted by using the parameter values 
determined from E07. In the gas dissolution zone, the measured and calculated gas phase pressures are 
close, the maximum relative deviation is 0.38%. In the nucleation zone, the maximum deviations B T ~  

-0.059% for E08, and 0.54% for E09b and E09c. In the crystal growth zone, the maximum deviations for 
EOS, E09b and E09c are 0.78%, 1.01% and 0.52%, respectively. 

The test results indicate that although the kinetic data of hydrate formation depend on the initial pressure, 
the model parameters determined from a specific run are capable of predicting the P - I data of runs 
carried out at different initial pressures (under same temperature) with good accuracy. 
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Predicrion of the P - r Data for Salt/EG Containing Systems. The prediction of the kinetic data of 
methane hydrate formation in brines and aqueous solution of EG are of particular interest in real 
production processes and has not been previously reported. It  is well known that the presence of salt(s) 
and alcohol in the aqueous phase can inhibit the hydrate formation (similar to the freezing point 
depression), as the solubility of methane will be significantly lowered, and the physical properties 
(viscosity, density, diffusivity, interfacial tension, etc.) of the aqueous phase will in turn be significantly 
changed. As a preliminary attempt to extend the proposed kinetic model to the salttethylene glycol 
containing systems, we assumed the solubility of methane in the aqueous phase (expressed in terms of 
the Henry's constant of methane) is the critical factor affecting the inhibition of methane hydrate 
formation. The larger the Henry's constant, the greater the inhibition effect. 

Among the eight parameters in the proposed klnetic model, k.1 is the only parameter related to Henry's 
constant, hence, the other model parameters determined from methane + pure water system can be 
applied directly to the salt/ethylene glycol containing systems. For illustration purposes, the P - r data of 
methane hydrate formation in 5.0 mass% NaCl solution (Experiment E16) were predicted by using the 
kinetic parameters determined from Experiment E09b performed on methane + pure water system (El6 
and E09b were run at the same temperature and initial pressure conditions). The Henry's constant of 
methane in the 5.0 mass% NaCl solution at 274.15 K was taken from Cramer (1984). H =  3.642 x 103. 
The comparison between the predicted and experimental results is presented in Fig. 5. Fairly good 
prediction results were observed, the maximum deviations of the predicted gas phase pressure are 
-0.13 % in the gas dissolution zone, and 0.3 I % in the nucleation and crystal growth zones. 

CONCLUSIONS 
( I )  The new kinetic model developed from a four-step hydrate formation mechanism and reaction 
kinetics approach is capable of describing the P - t  data measured in this work. 
(2) Under identical temperature condition, the kinetic parameters determined for a specific initial 

pressure can be applied to estimate the P - r data run at other initial pressures (within the pressure range 
of this study), the maximum deviation is within 0.3%. 
(3) The kinetic model developed for methane + water systems can be extended to inhibitor containing 

systems by replacing the Henry's constant of methane in corresponding aqueous phase. 
(4) As the dynamic behavior of hydrate formation is strongly dependent on the type of equipment and 
agitation intensity, the kinetic data measured in this work can only be considered as  typical for a mildly 
agitated non-flowing system. 
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Table I .  Summary of the methane hydrate systems studied and the time distribution ofthree zones 

Aqueous 
Exp. NO. phase* 

Temp. Initial Gas dissolution Nucleation Crystal growth 
(K) Press. (MPa) zone (min) zone (min) zone (min) 

E03 

E04 

E05 

E06 
E07 

E08 

E09a 

E09b 

E09c 

E10 

El I 

I 

E18 

E19a 

E19b 
I 1  E20 
I E2 I 

E22 li E23 

E24 
i E25 

E26 

i 
i 

E27 

E28 

E29 

E30 
I 

I 

HZ0 
H P  

HZO 

HI0 

HZ0 
H Z 0  

H P  
HI0 

H2O 

H@ 

H@ 

HzO 
NaCl (0.5)+H,O 

NaCl(1 .O)+H,O 

NaCl(3.0)+H20 

NaCl (S.O)+H,O 

NaHCO, (0.5)+H20 

NaHCO, (1 .O)+H,O 

NaHCO, (3.0)+H,O 

NaHCO, (3.O)+H,O 
NaHCO, (5.0)+Hi0 

EG (0.5)+H20 

EG ( I  .O)+H,O 
EG (5.0)+Hz0 

EG (IO.O)+H,O 

NaCl ( O S ) +  
NaHCO, (0.5)+H,O 

NaCl ( I  .5)+ 
NaHCO, (1.5)+H1O 

NaCl(2.5)+ 
NaHCO, (2.5)+H,O 

NaCl(2.5)+ 
NaHCO, (2.5)+H20 

NaCl(2.5)+ 
EG (2.5)+H20 

NaHCO, (2.5) + 
EG (2.5)+H,O 

273.65 

273.65 

273.65 

273.65 

274.15 

274.15 
274.15 

274.15 
274.15 

274.15 

274.15 

274.65 

275.15 

276.15 

274.15 

274.15 

273.65 

274. I 5  

274.15 

274. I 5  

274.15 

274.15 

273.65 
274.15 

274.15 

273.65 

273.65 

274.15 

274. I 5  

273.65 

274.15 

273.65 

273.65 

4.47 

5.46 

7.45 

8.47 

4.49 

5.10 

5.46 

5.96 

6.46 

6.46 

6.47 

6.47 

6.00 
6.47 

6.46 

6.47 

6.47 

6.45 

6.45 

6.46 

6.47 

6.48 

6.46 
6.47 
6.46 

6.47 

6.47 

6.47 

6.47 

6.47 

6.47 

6.47 

6.47 

IO0 

IO0 

IO0 

95 

IO0 

IO5 

95 

95 

105 

IO5 

1 OS 

90 

130 

110 

60 

65 

I I O  

I I O  

65 

65 

115 

115 

I20 
I10 

I 1 5  

115 

I20 

60 

90 

100 

95 

90 

90 

645' 

80 

IO0 

25 

579  

510" 

90 

25 

195" 

105 

32 

30 

165 

40 

38 

30 

150" 

325 
32 

30 

210 

200 
615" 

340" 
345" 

25 

505' 

25 

35 

65 

60 

55 

I12 

- 

150 

125 

80 
- 
- 

205 

I85 
- 

I60 

183 

I95 

280 

390 

I60 

I85 
- 

I50 

168 

200 

195 

200 
- 

- 

- 
185 
- 

I85 

250 

290 

320 

235 

203 

* Numbers in parentheses are mass percent of inhibitor; EG stands for ethylene glycol. 
# No hydrate crystal formed in this time period. 

Table 2. Estimated kinetic parameter 9 values for various experiments on methane + water systems 

Exp.No. k l x 1 0 '  k 2 x 1 0 '  k . 2 ~ 1 0  k j x 1 0 '  k . 3 ~ 1 0 '  k 4 x 1 0  k j  

E02 
E03 
E04 
E07 
E08 
E09b 
E09c 
El0 
El l  
El2 

33.99 
32.95 
19.46 
29.05 
15.54 
14.15 
8.539 
13.74 
21.28 
10.22 

135.1' 
187.3 
12.13 
0.8026 
55.59 
0.03878 
21.95 
10.64 
0.9161 
94.46 

45.37 
41.57 
28.48 
6.543 
0.3661 
1.189 
0.3699 
34.31 
4.622 
3.016 

0.3735 
0.2669 
1.470 
6.374 
0.01616 
139.2 
0.03070 
1.447 
1.792 
0.0 2 3 4 7 

5.037 
8.527 
5.386 
9.195 
3.923 
0.2266 
4.771 
34.34 
6.435 
4.746 

0.4297 
0.1839 
4.097 
10.94 
6.708 
0.7779 
4.390 
28.15 
8.710 
7.368 

6.626 
5.261 
10.93 
4.976 
0.5876 
4.224 
0.8824 

3.455 
0.9024 

9.487 
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0.0 
10.0 
20.0 
30.0 
45.0 
60.0 
75.0 
85.0 

105.0 
125.0 
140.0 
165 0 
190.0 
210.0 
220.0 
230.0 
240.0 
260.0 
280.0 
3 10.0 
340.0 
370.0 

6.465 
6 452 
6441 
6 429 
6.424 

6412 
6.412 
6.410 
6.406 
6.405 
6.405 
6.405 
6.405 
6.399 
6.398 
6.393 
6.387 
6.38 I 
6.375 
6.371 
6.370 

6.421 

- 
6.453 
6.444 
6.436 
6.426 
6.419 
6.414 
6.4 I I 
6.407 
6.404 
6 402 
6.400 
6.397 
6.395 
6.395 
6.394 
6.393 
6391 
6.389 
6.384 
6.378 
6.371 

- 
-0.018 
- 0.040 
-0.110 
- 0.034 
+ 0.036 
- 0.034 
1- 0.0 I3 
'k 0.049 
b 0.028 
+ 0.040 
+ 0.082 
+0.120 
+ 0.150 
+ 0.065 
+ 0.066 
+ 0.004 
- 0.066 
- 0.120 
-0.140 
- 0.120 
- 0.022 

0.0 
15.0 
30.0 
40.0 
55.0 
75.0 
95.0 
I10.0 
135.0 
150.0 
170.0 
200.0 
230.0 
260.0 
290.0 
350.0 
410.0 
445.0 
480.0 
515.0 
540.0 
575.0 

6.447 - 
6.430 6.43 I -0.022 
6.417 6.422 -0.078 
6.412 6.4111 -0.088 
6.405 6.411 -0.13 
6.401 6.410 -0.14 
6.400 6.408 -0.13 
6.399 6.407 -0 13 
6.399 6.406 -0.1 I 
6.399 6.405 -0.10 
6.398 6.4US -0. I I 
6.398 6.403 -0.081 
6.397 6.401 -0.068 
6.397 6.399 -0.028 
6.396 6.396 -10.003 
6.395 6.392 to. I I 
6.394 6 378 +0.24 
6.392 6 312 +0.3 I 
6.382 6.367 t0.23 
6.376 6.361 e0.23 
6.312 . 6.356 +0.24 
6.368 6.350 10.zy 

Calculations for E16 were based OH [lie parameter values determined l iooi E09b. 

Fig. I ;  Scliriiiatic diagram 01' the exper i~~ie~i ta l  system 
DIyr-differeotial pressure traiisducer 
U'I'D-resistance tlieriiiocouple detector 

T i m e  

Fig. 2. A typical P --I curve Iiieasured i n  this study 
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Fig. 4. The experimental and calculated P -I curve for Experiment E01 
(calculation based on the parameters determined for E04) 
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Fig. 5. The experimental and calculated P - t  curve for Experiment E16 
(calculation based on the parameters determined for E09b) 
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Introduction 
The development of offshore mature basins such as the North Sea is increasingly characterized by 
marginal reservoirs. Feasible economic development of these reservoirs requires a shift towards total 
subsea production systems without fixed or floating production platforms. Unprocessed or minimum 
processed reservoir fluids will be transported to a central processing facility or ultimately to shore. 
One of the key issues of total subsea production systems is multiphase flow technology with 
particular emphasize on gas hydrate control technology. 

Subsea transportation of unprocessed or minimum processed well fluids over long distances today 
requires the use of large amounts of methanol or glycols for hydrate inhibition. The effect of these 
additives is to decrease the water activity to an extent that markedly reduces its ability to participate 
in hydrate formation, and thereby in a lowering of the hydrate formation temperature. The amount of 
inhibitor necessary to obtain the desired lowering of the hydrate formation temperature is substantial. 
usually in the range of 20-40 weight% of the aqueous phase. This has prompted the search for new 
types of additives capable of inhibiting hydrate formation at far lower concentrations (1-5). 

Statoil perfoms intensive research on hydrates; methods to prevent hydrate problems as well as 
studies on the formation and removal of hydrate plugs. This paper focuses on the robustness of a 
commercially available additive from T. R. Oil Services (Hytreat 525) with respect to degree of 
subcooling, pressure, salinity of the aqueous phase and the impact from having a defoamer or a 
corrosion inhibitor in the system. The inhibitor is tested both at continuous flow conditions and at 
re-starts after shut-ins. Results from tests on two different condensate systems as well as two crude 
oils are summarized. 

Experimental 
The experiments were carried out in a high pressure loop formed as a wheel. The system is illustrated 
in Figure 1. The test wheel was filled with the desired fluid at a specified temperature and pressure, 
and then set under rotation. The rotation creates a relative velocity between the pipe wall and the 
fluid thus simulating transport through a pipeline. 

The high pressure wheel is made from stainless steel with an inner tube diameter of 52.5 mm and, a 
wheel diameter of 2.0 m. The volume is 13.4 liters. The wheel includes two high pressure windows 
for visual inspection, and one of these is equipped with a video camera. 

The flow simulator is placed in a temperature controlled chamber. The temperature is controlled 
using a programmable regulator. a heating fan and a refrigeration system. The temperature 
development in the chamber as a function of time is preset in the regulator. 

The wheel is attached to a motor/gearbox system enabling a variation of the peripheral velocity of 
the wheel between 0.3 m / s  and 5.0 m/s.  A torque sensor is installed as a part of the rotational shaft 
enabling torque measurements to be performed during rotation. Pressure and temperature sensors on 
the wheel have ranges of 0-250 bara and -10 to +I50 OC respectively. All signals are transferred 
through cables and slip rings to a real time PC-based data acquisition system. 

The accuracy of the measurements is estimated to be *0.2 Nm for torque, *0.5 bar for pressure, 
*O, l0C for fluid temperature in the wheel and *l.O OC for temperature in the chamber. 

Experimental procedure 
1 
The wheel is rotated at a constant peripheral velocity (1.0 m / s )  as the temperature is reduced from 
about 6OoC to 4OC at a given cooling rate. In the following, these experiments are referred to as 
continuous flow experiments. In condensate systems without emulsifiers added, a velocity of I .O m / s  
creates separated liquid phases (prior to hydrate formation). The phases are generally mixed at this 
velocity when black oil systems are used. 
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The system is cooled as the wheel is rotating (peripheral velocity of 1 d s )  to about 30 "C before the - .  . 

wheel is stopped. The wheel is then cooled to a temperature of 4°C and kept constant for a period of 
minimum 12 hours. The wheel do not move during this period. Then the wheel is restarted and 
rotated at a constant peripheral velocity of 1 .O d s  for the rest of the experiment. These experiments 
are referred to as start-up experiments. 

In order to minimize the number of adjustable parameters for the experiments. only one given 
cooling rate is used both for the continuous flow experiments and the start-up experiments. 

Results and discussion 
The hydrate inhibitor tested in this work is a commercially available kinetic inhibitor concisting of a 
blend of different polymer/surfactants. 

In this specific study the inhibitor was tested in the high-pressure system using two different crude 
oils and two gas condensates. Also the presence of a coorosion inhibitor or a defoamer on the 
performance was investigated for some of the fluid systems. Results from 27 experiments performed 
in the flow simulator with the different hydrocarbon fluids are presented. A summary of the 
experimental conditions and observations from these experiments is given in Table 1. It should be 
stressed that the subcoolings given in the Table 1 have been comected for the actual salinity of the 
systems.The results are discussed in more detail below. 

h d e n s a t e  4 ..r 

lmpaci of corrosion inhibitor 
Based on the visual information from the experiments the addition of the corrosion inhibitor changed 
the physical properties of the system with respect to foaming tendency. No significant change of 
performance of the hydrate inhibiting properties was observed. In all the inhibitor experiments there 
was a considerable kinetic effect but there was a decrease in transporability at hydrate formation 
compared to the pure system. 

lmpaci of salinity 
The salinity of the aqueous phase in these experiments was varied from 0-3.5 wt%. Increased salinity 
resulted in an increased delay of hydrate formation from 80 min to 20 hours. Previous studies (1,3,5) 
have shown that the optimal salinity for this inhibitor is approx. 3,5 wt%. The improved performance 
is due to conformational changes in the polymer systems in the inhibitor. A salinity of 0,25 wt% 
corresponds to the actual salinity of the produced water from the field. 

Impaci of subcooling 
As seen from Table 1 the subcooling in the experiments are varied from 9'C to 13°C. At continuous 
flow mode an addition of 0.5 wt% of the hydrate inhibitor prevented hydrate formation at a 
subcooling of approximately 9°C for the test period of 36 hours when the salinity was 0,25 wt%. 
Also restarts after a shut-in of 12 hours was successfullly carried out at this temperature, although 
there were hydrates present in the system. However, at subcoolings above 9"C, the hydrate inhibitor 
tested was not able to fully prevent the hydrate formation during continuous flow. But in all the 
experiments hydrate formation was delayed compared to experiments on the blank Condensate A 
fluid. 

chlda&B 
Impact of subcooling 
Experiments were here performed with a inhibitor concentration of 0.5 wt% of the aqueous phase . 
As seen from exp. 15, no hydrate formation were observed in this system at a subcooling of 1 1°C at 
a pressure of 70 bar within an experimental time of 80 hours. When the subcooling was increased to 
13'C, hydrate formation was observed after 9 hours. When increasing the pressure to 140 bar 
(exp.16) keeping the subcooling constant at 1 IoC, hydrates were formed after 6 hours, and the 
flowloop plugged 1 hour after hydrate initiation. In these experiments the aqueous phase contained 
3.5 wt% NaCI. 

The kinetic inhibitor was tested with and without the presence of a corrosion inhibitor both in 
continuous flow experiments and in shut-in experiments. In exp. 17-20 also a defoamer was present 
in the system. 

Impact ofdefoamer and corrosion inhibiior 
From Table 1 one can observe from experiments 17-26 that the prescence of the defoamer reduces 
the performance of the hydrate inhibitor dramatically. For practical purposes it does not work at all. 



During the continuous flow experiments without the defoamer present a significant delay of the 
hydrate formation was observed both with and without the prescence of the corrosion inhibitor. At a 
subcooling of 11°C the presence of the corrosion inhibitor improved the performance compared to 
the system with only the hydrate inhibitor present Hydrate formation was not initiated during a 
period of 60 hours. 

In the start-up experiments, however, the induction time was reduced. Hydrates were formed during 
the stagnant period (12 hours), and the wheel was plugged shortly after restart. 
The transportability of the hydrates formed was better in the presence of the corrosion inhibitor. This 
is opposite to what was observed for condensate A, and it illustrates the importance of fluid effects 
when this kind of technology is considered for use. 

Impact of subcooling 
The subcooling in the experiments was varied fom 7°C to 13'C. The chemical was not capable of 
fully preventing the hydrate formation in any of the experiments. However, at subcoolings below 
10°C the hydrates formed were transportable. 

lmpact of subcooling 
During continuous experiments at a subcooling of 73°C and O.Swt% of hydrate inhibitor no hydrate 
formation was observed for almost IO hours. The formation rate was then very slow for 2 hours 
before it increased rapidly resulting in a viscosity increase of the system. No hydrate plugging was 
observed. 

In the start-up at a subcooling of 9.S0C, hydrates started to form very slowly after start-up. M e r  
approx. 4 hours the formation rate increased drastically and flow problems were observed due to the 
high viscosity of the system. However, no "solid" hydrate plug was observed in the experiment. 

The inhibitor were tested in 4 different fluids with different composition and physicochemical 
properties. The performance of the inhibitor is different for all these fluids. It is not possible to 
extrapolate the results from one condensate to another, or one black oil system to another. It is 
known tha parameters like aliphatic/aromatic ratio, amount and state of asphaltenes and resins and 
also wax content will influence on the performance, and these factors will always vary between 
different fluids. 

Regarding the influence of flow properties it has for all the systems investigated been shown that 

investigated hrther and will be adressed more thoroughly in a forthcoming paper. 

Summary and conclusions 
A commercially available kinetic hydrate inhibitor in a high pressure flowing system at various 
conditions and for different fluid systems. Also the presence of other production chemicals have been 
adressed. The conclusions can be summarized as follows: 
- the defoamer has a negative effect. It reduces the performance to nearly zero. 
- the corrosion inhibitor results in an increased mixing/emulsification of the system. This might be a 

benefit in some systems (black oils) but not in others (condensates). 
- the salinity is crucial for the performance. 
- the maximum subcooling to be handled is in the range 7-1 1'C depending on the fluid system. 
- the effect of the inhibitor is reduced at stagnant conditions. 

The results strengthen the knowledge that results from one fluid system should not be extrapolated 
to another. These kind of chemicals have to be qualified for each given fluid before they can be 
applied at real conditions. 
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Figure 1 : An illustration of the flow loop 
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INTRODUCTION 

Since natural gas hydrates frequently plug oil and gas production lines, various chemical and 
thermal methods have been developed to prevent hydrate formation. Conventional chemical 
treatment involves injecting 20-50 weight % methanol in the water phase at the wellhead or 
downhole to depress the freezing point of hydrates below the minimum fluid temperature in the 
line. However, high methanol injection rates are expensive and may exacerbate pipeline 
corrosion. Alternative chemical treatment methods are needed. 

Recently Lederhos, et all reported that certain water soluble polymers effectively inhibit hydrates 
at treatment levels of 0.1 to 1.0 wt% in the water phase, far less than required by methanol. At 
typical flowline conditions, these polymers slow the rates of hydrate nucleation and growth to 
such an extent that virtually no hydrates form in the wellstream during transport to processing 
facilities. Since the polymers slow hydrate formation rather than depress the freezing point, they 
are called 'kinetic inhibitors.' Under favorable conditions, kinetic inhibitors have prevented 
hydrates for more than 5 days. Industry field tests have demonstrated the viability of this 
techno~ogy.~.~ 

The most successful of the kinetic inhibitors are vinylcaprolactam (VCL) and vinylpyrrolidone 
(VP) based polymers, including Gaffix VC-713, a terpolymer of VCL, VP, and 
dimediylaminoethylmethacrylate (DMAEMA), and PVCL homopolymer. In addition, PVP, 
although not as effective as VC-713 and PVCL, has been widely used because it costs less and 
provides adequate protection in less demanding  application^.'^^ 

ISP manufactures a full line of hydrate inhibitors including VC-7 13, PVCL, PVP and VCLNP 
copolymers. These inhibitors are tested in the high pressure laboratory at realistic pipeline 
conditions. We have observed that several glycol ether solvents (for example, 2-butoxyethanol) 
significantly enhance the performance of the polymeric hydrate inhibitors. Better inhibitors 
provide lower polymer treatment levels and lower overall cost. This paper presents the results of 
our experimental study on hydrate inhibitors containing glycol ether solvents. 

EXPERIMENTAL 

The tests were conducted in a 300 ml stainless steel stirred reactor at high pressure and low 
temperature. A diagram of the apparatus is shown in Figure 1. Following the procedure of Long, 
et a1: 30 stainless steel balls are placed in the bottom of the reactor to increase nucleation sites. 
The reactor is immersed in a refrigerated bath, which normally maintains temperature to within 
0.5'F. The pressure in the reactor is controlled to within 5 psi by a programmable syringe pump. 
The pump displaces hydraulic oil into a piston cylinder which contains the hydrate-forming gas 
on one side and hydraulic oil on the other. The volume of oil displaced by the syringe pump to 
maintain constant pressure indicates gas consumption in the reactor. 

The inhibitors were tested at 0.5 wt% dry polymer and 0.75 wt% glycol ether in the salt solution. 
In a typical experiment, 0.6 g dry polymer and 0.9 g glycol ether liquid were added to 120 g of a 
3.5 wt%, filtered, synthetic sea salt solution and mixed for at least one hour. The resulting 
solution was transferred to the 300 ml reactor, sealed, and immersed in the temperature bath at 
39.2'F (4OC). The pressure was then increased to 1000 psig with green canyon gas and held 
constant to within about 5 psi with the syringe pump. After the pressure reached 1000 psig, the 
reactor stirrer was turned on to 1000 rpm. The gas volume, as measured by the syringe pump, and 
the reactor pressure and temperature were recorded electronically at 1 minute intervals 
throughout the experiment. 
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Figure 1: Gas hydrate test apparatus. The 300 ml reactor was charged with 120 g of sea 
salt solution containing 0.5% dissolved inhibitor. Tests were conducted at 
constant 39.2’F and 1000 psig for 20 hours. See text for more detail. 

MATERIALS 

Gaffix VC-713 is a terpolymer of VCL, W, and DMAEMA. For consistency, all experiments 
reported here were conducted with the same manufacturing lot of VC-713. 

Butyl Cellosolve, or 2-butoxyehano1, has the formula n-Cd-I90C&bOH. It is an industrial 
solvent with a boiling point of 171OC manufactured by Union Carbide. This material and the 
other glycol ethers listed in Table 2 were obtained from Aldrich and have a purify of about 99%. 

The synthetic sea salt corresponds to ASTM ‘Standard Specification for Substitute Ocean Water’ 
and was purchased from Marine Enterprises of Baltimore, Maryland. 

Green canyon gas is a typical natural gas mixture. It has the composition listed in Table 1. 

Table 1: Green canyon gas composition 

RESULTS AND DISCUSSION 

Figure 2 shows the result of adding 0.75 wt% butyl Cellosolve to a mixture of 0.5 wt% VC-713 
in sea salt solution. For comparison, the figure also shows the test results for 3.5 wt% sea salt 
solution with no inhibitor, 0.5 wt% VC-713 in sea salt solution, and butyl Cellosolve in sea salt 
solution. Each test was conducted at 39.2OF and 1000 psig. At these conditions green canyon 
gas has an equilibrium dissociation temperature of 64.7’F in deionized water, giving a total 
subcooling of 25S0F. The gas consumption was calculated from measured volume change with 
the real gas law (compressibility factor = 0.83). 
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1 

Glycol ether 

2-butoxy ethanol 

2-isopropoxy ethanol 

1 -propoxy-2-propanol 

AS the figure shows, this particular lot of VC-713 inhibits hydrates for only about 40 minutes at 
the test Conditions. Adding 0.75 wt% butyl Cellosolve dramatically increases the performance of 
the inhibitor, to the extent that no detectable hydrates form for the duration of the 20 hour test. 
The figure also shows that butyl Cellosolve does not inhibit hydrates without polymer present. 

Formula Induction time (min) 

n-CdH9OC2hOH >I200 

CHjCH(CH,)OC2&0H 800 

C,H70CH2CH(CH,)OH 600 

0.5 

. 0.75% butyl Cellosolve 

0.5% VC-713 + 0.75% butyl Cellosolve 

0 200 400 600 800 1000 1200 
Time. minutes 

2-(2-butoxyethoxy) ethanol 

I-butoxy-2-propanol 

2-propoxy ethanol 

2-ethoxy ethanol . 

1 -methoxy-2-propanol 

none (sea water only) 

none (VC-713 only) 

n-C4H90C2H40C2hOH 440 

~-C~H~OCH~CH(CHI)OH 450 

n-C3H70C2H40H 350 

C2H40C2hOH 10 

CHjOCH2CH(CHj)OH 10 

0 

40 

Table 2: Induction times for 0.75 wt% glycol ether plus 0.5 wt% VC-713 in 120 g of sea 
salt water at 39.2"F and 1000 psig. 

Butyl Cellosolve also showed strong synergism with other kinetic inhibitors. Table 3 compares 
the induction times for polyvinylcaprolactam homopolymer (PVCL) and 50/50 VCLNP 
copolymer with and without butyl Cellosolve. Test conditions were identical to those described 
above. 
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Table 4 lists the surface tension of  aqueous solutions of glycol ethers as reported in the 
manufacturer’s literature.’ The data indicate that the higher homologs are surface active. If this 
hydrophobicity of the hydrocarbon chain also causes the chain to associate with the dissolved 
polymer, then the glycol ether may allow the polymer conformation to expand in solution. This 
could occur if the surfactant breaks the weak bonds between polymer segments which pull the 
coils together and tighten the conformation. An extended polymer would presumably have more 
of its length available for interaction with the crystal surface, which may account for its improved 
performance as a hydrate inhibitor. 

Induction times (minutes) 

Inhibitor (0.5%) 

Gaftix VC-713 > 1200 

>I200 

50150 VCLNP 

Table 3: Comparison of induction times for kinetic inhibitors with and without butyl 
Cellosolve added, at 39.2OF and  1000 psig in sea water solution. 

Solvent 

methyl Cellosolve 124.5 

Cellosolve 90.1 134.9 

propyl Cellosolve 104.2 150.1 32.3 

butyl Cellosolve 118.2 171.2 28.9 

Table 4: Surface tension and other properties of the 2-alkox ethanol homologs. All 
data was obtained from manufacturer’s literature. Y 
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ABSTRACT 
Three series of ethane hydrate formation experiments have been performed. The first series was 
carried out at 14 bar and 3 "C. Very scattered induction times (40,000 to 340,000 seconds) and less 
scattered growth rates were observed. Before the next series the cell was cleaned very thoroughly. 
With similar experimental conditions the induction time was longer than three weeks after which 
period of time the pressure was increased to 21 bar. Scattered induction times (l0,OOO to 150,000 
seconds) and slightly higher growth rates were obtained. The third series was carried out at 20 bar 
and with 20 mg of impurities added. Short induction times and slightly lower growth rates were 
observed, All the experiments have been simulated using the hydrate kinetics model proposed by 
Skovborg (3). The experiments lead to the overall conclusion that impurities almost eliminate the 
induction time. This should be considered when transferring laboratory results to field conditions. 

INTRODUCTION 
The original scope of the presented experimental work was to establish an experimental procedure 
which would result in reproducible induction times. In the work by Skyum ( I )  and Andersen (2) 
numerous ethane hydrate experiments were carried out. Between each experiment the cell was 
opened, emptied and cleaned. Under seemingly identical conditions, large variations in the induction 
times were observed. It was assumed that a random amount of dusi/dirt would be present in the cell 
in each experiment resulting in the observed variations in the induction times. Consequently it was 
decided to keep the cell closed between experiments thus having the same amount of duddirt in the 
cell throughout the measurement series. 

EXPERIMENTAL SETUP AND PROCEDURE 
The experimental setup is outlined in figure 1. The cell is a stainless steel container with a volume 
of 66.5 cm3. Sapphire windows are placed on two opposing sides. The cell is closed with a lid, 
through which the gas and water are lead to the cell. The pressure sensor is placed in the lid while 
the temperature sensor is placed in an oil filled pocket in the cell. The temperature in the cell is 
controlled by flowing a water/ethanol mixture through the cooling jacket. The cell is placed on top 
of a magnetic stirrer, that can rotate a teflon coated magnetic rod in the cell The maximum working 
pressure of the cell is 60 bar. 
Before the first experiment in a series, the cell is cleaned and then evacuated. The desired amount 
of water is introduced and the pressure is increased to the desired level using ethane gas. The cooling 
flow is started and gas hydrates will eventually form. When no further gas hydrate formation takes 
place, the cooling flow is stopped The cell with content is left for 4-5 hours to dissociate all formed 
hydrates and to heat up the cell to ambient temperature. The cooling flow is then restarted, and a new 
experiment can start. 

RESULTS - SERIES 1 
Before the first series the cell was cleaned in the same way as used by Skyum ( I )  and Andersen (2). 
This means rinsing with distilled water and drying using compressed air. The cell was evacuated and 
loaded with 20 cm' of distilled water and ethane at 21°C. Series 1 was started with a temperature 
setting of 3 "C. Figure 2 shows the pressure transient and part of the temperature transient of the 
first experiment (M6). The pressure initially drops from 15.3 bar to 14.0 bar due to the reduction in 
temperature from 21 "C to 3 "C. The pressure and the temperature then remain constant until the end 
of the induction time. As hydrates start to form the pressure drops dramatically due to gas 
consumption and there is a small increase in the temperature due to the heat evolved. The course of 
events in experiment M6 is representative for all the experiments in series 1 and 2. 
A total of 11 experiments is included in series 1 and the results are shown in table 1 and in figure 
3. The induction time is here defined as the time that elapses from the cooling flow is started and 
until the pressure starts to drop due to hydrate foimation. To calculate the amounts of hydrate formed 
within 600 and 3600 seconds respectively after the induction period, the computer program HYLAB 
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has been used. The HYLAB program is essentially based on the gas hydrate kinetics model proposed 
by Skovborg (3): 

dddt : Gas consumption rate. 
k : Mass transfer coefficient. 
A : Gadwater interfacial area. 
cw : Molar concentration of water in the water phase. 
x,,, : 

xb : 

In principle the model requires knowledge of the product k*A to be able to calculate the gas 
consumption rate and the pressure drop with time. 
When analysing experimental data as here the model is rearranged to allow ameasured pressure drop 
to be converted into a gas consumption rate giving as the results the amount of hydrate formed and 
the product k*A. 
The induction time varies between 38209 seconds and 341430 seconds whereas the growth rates are 
much more uniform. 

RESULTS - SERIES 2 
After discovering that simply keeping the cell closed between experiments thus keeping the 
composition constant did not yield reproducible induction times it was decided to try to eliminate 
the effect of presence of impurities. The cell was consequently cleaned much more thoroughly using 
only double distilled water and drying with dust free paper. Similar conditions to those used in series 
1 were established. More than three weeks (-2,000,000 seconds) passed after pressurizing the cell 
and no hydrates were formed. The pressure was then increased to 21 bar. Approximately 38500 
seconds later hydrates eventually formed. Series 2 comprises this and five more experiments at 3 
"C and 21 bar. The results are shown in table 2 and in figure 3. Not surprisingly the growth rates 
were higher in series 2 than in series 1. The induction times were on the average lower (table 4) but 
still very scattered 

RESULTS - SERIES 3 
The results in series 1 and 2 showed that even minor amounts of impurities have some effect on the 
induction time. Consequently it was decided to add a large amount of impurities to the system to 
make it insensitive to addition of further impurities. It was decided that the "composition" of the 
added impurities should to some degree match the solid material found in multiphase pipelines. The 
impurities consist of equal amounts of CaCO,, BaSO,, rust and asphaltenes. Before addition of water 
and gas to the cell, 20 mg impurities was added and conditions similar to those of series 2 were 
established. The course of events in the experiments of series 3 differs drastically from that of the 
other experiments. In series 3 the pressure initially not only drops due to reduction in temperature 
but also because hydrates were formed shortly after the hydrate equilibrium temperature is reached. 
The observed induction time in table 3 is the time from the beginning of cooling until some hydrate 
particles were seen. In table 3 is also listed the time it takes before the conditions in the cell are 
favourable for hydrate formation from an equilibrium model (4) point of view. It can be seen that 
hydrates were often observed before the conditions for their formation were favourable. This cannot 
be contributed to low accuracy in the gas hydrate model used, but rather to the fact that there is  
some time delay in the temperature measurement. In all experiments performed in the cell the 
pressure start dropping for approximately 30 seconds before any change in the temperature is seen. 
For that reason it seems likely that gas hydrates start to form shortly after the actual conditions in 
cell are favourable for their formation. 

DISCUSSION 
The results in series 1 and 2 indicate that induction times are very hard to reproduce even under 
seemingly identical conditions. Series 3 indicates that addition of large amounts of impurities almost 
eliminates the induction time. It is however difficult from the present data to say whether the 
standard deviation on the induction times in series 3 is as large as for the other experiments. 
Comparison between the observed induction times in series 3 and the time after which the hydrate 
formation is favourable could indicate that the induction times also in this case are scattered, though 
very short. 
The growth rates are for all series much less scattered than the induction times and thus easier to 
compare. It is no surprise that the growth rate in series 2 is larger than in series 1 since the driving 

Mole fraction of gas in water phase at the &water interface in equilibrium with the 
gas phase. 
Mole fraction of gas in the water phase in equilibrium with the gas hydrate. 
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force for hydrate formation is considerably higher. Expressed in terms of the Skovborg model, the 
difference x,,, - xb is larger in series 2 (-3.7* 
When looking at the average A*k which is needed to describe the experiments in series 1 and 2, it 
is interesting to note that a smaller value applies for series 2. One must assume that the interfacial 
area is the same in both series, i.e. k must differ. This observation has two possible explanations. 
Either the mass transfer coefficient is pressure dependent or the mass transfer of ethane from the gas 
phase to the water phase is not the only significant kinetic step. If for example the building up of gas 
hydrate crystals is also a significant kinetic step, one must assume that xb will be higher than 
predicted from a gas hydrate equilibrium point of view. If xb is in fact higher than predicted by the 
model, an analysis of the data assuming equilibrium between the water phase and the hydrate phase 
will result in a higher value of A'k as it is the case in series I compared to series 2. This could 
suggest that when the driving force for hydrate formation is small, the building up of crystals is a 
significant step, whereas it becomes less significant for larger driving forces. 
When analysing the amount of hydrate formed in series 3 it is seen that during the first 600 seconds 
it is even lower than the results obtained in series 1, whereas at later times the results are comparable 
to those of series 2 (table 4). The explanation is probably that the driving force for hydrate formation 
is small in the beginning of the series 3 experiments and the conditions of the experiments resemble 
those of series 2 at later stages. In series 3 the standard deviation on the amount of hydrates formed 
is higher compared to the previous series, indicating that impurities in some way make the growth 
rate more random. 
One can also observe that the average A*k gets smaller as more hydrates are formed. This is most 
likely due to the reduction of the interfacial area caused by formation of a hydrate slurry layer 
between the two fluid phases. 

CONCLUSIONS 
Reproducing induction times in "clean" laboratory conditions seems very difficult if not impossible. 
Deliberate addition of impurities to the system seems to eliminate the induction time. Extreme 
caution should therefore be taken when operating a multiphase pipeline under conditions favourable 
for hydrate formation. Kinetic inhibitors that supposedly prolong the induction time should be 
evaluated also in the presence of considerable amounts of impurities. 
The experiments reveal that the growth rate depend on the driving force. This may either be 
interpreted as a pressure dependence of the parameter k in the model by Skovborg or it may indicate 
that the building up of crystals is also a significant kinetic step. From the present experiments it is 
not possible to say which explanation is correct. 
When analysing kinetic experiments one should consider that the system investigated may not be 
in thermal equilibrium at all times. 
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Series 1 
Experiment No. 

M 6  

M 7  

M8 

II M9 I 45509 I 0.0245 I 0.0802 II 

Induction Moles o f  hydrate Moles o f  hydrate 
time I s  formed in 600 s. formed in  3600 s. 

38209 0.0247 0.0804 

4 I827 0.0229 0.0792 

60066 0.0205 0.0768 

M I 0  

~~ II M I 3  1 298416 1 0.0134 1 0.0631 (1 

155361 0.0222 0.0786 11 M I 2  I04444 0.0230 0.0797 

M I 8  77961 0.0 I88 0.0733 
Table I. Results o f  series I. T = 3 "C. Hydrate formation starts at 14 bar. 

I 
M I 4  341430 0.0216 0.0785 

I1 M23 1 122524 1 0.0313 I 0.1139 ~ I (  

11 M I 6  106390 0.0233 0.0804 I 

Series 3 OhFcNed Time for favourable Moles of hydrate Molzs o f  hydrate 
Experiment ho Inducuon time6 h)drate conditions 1s formed in 600 F formed in 3600 s _ _  _-. 

280 285 00183 0 0892 

Series 2 Induction Moles o f  hydrate Moles o f  hydrate 
Experiment No. timels formed in 600 s. formed in 3600 s. 1: M20 38489 0.0294 0.1112 

M21 147025 0.0262 0.1097 

510 

11 M22 67392 0.0275 0. I003 I 
M24 47379 0.0222 0.1027 

M25 10096 0.0269 0.0960 L 

M32 229 230 0.0248 0.1038 

M33 I74 205 0.0193 0.0990 1: M34 227 235 0.0168 0.0778 

I M35 220 0.01095 215 0.0243 

M36 233 185 0.0239 0.01029 
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Figure 1. The Experimental Apparatus. 
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Introduction and Background 

Gas hydrates are crystalline inclusion compounds composed of water and natural gas in non- 
stoichiometeric ratios varying from 5.67 to 17 water molecules per hydrated gas molecule 
(Holder, Zens and Pradham, 1988; Sloan, 1990). Hydrate crystals represent one on of the few 
phases and perhaps the only condensed phase where water and light non-polar gases exist 
together in significant proportions and are of particular interest to the petroleum and natural gas 
industries because of their potential as a separating agent, their potential as a storage vehicle and 
their undesired ability to plug gas transportation lines (Holder and Enick, 1995). 

Gas-water mixtures will form crystals which coat the walls of and potentially plug gas 
transportation lines causing the ceasation of gas or gas+oil flow (Lingelem, Majeed and Stange, 
1994). When producing oil or gas, one goal of industry is to understand the conditions under 
which operation is possible without plugging. One such operating condition is where the 
hydrates are thermodynamically unstable. Such conditions are generally present when operating 
at temperatures above 25 C, although the temperature depends upon pressure, usually 50-200 
Mpa, and gas composition, usually 95+% methane. Sufficiently high temperatures are generally 
not present when producing gas in offshore operations, because deep ocean waters are seldom 
warmer than 4-8 C. To prevent hydrate formation operators will generally inject methanol 
which acts as an antifreeze and destabilizes hydrates. Effective methanol concentrations are 
generally 10-50%, by weight, of the waterimethanol liquid. 

Sometimes, it is not desirable or possible to operate at conditions where hydrates are 
thermodynamically unstable. Such conditions may occur if methanol injection facilities fail or 
in cases where methanol injection and recovery are prohibitively expensive. In such cases it is 
desirable to understand for what duration, operation of a gas transportation line is possible 
without the complete plugging of the line by hydrates. To more completely understand this 
question, the rates at which hydrates form must be understood. The process includes the 
nucleation of hydrates on a heterogeneous surface, such as the pipewall, and the growth of these 
hydrates towards the center of the pipeline. This scenario for hydrate growth is deemed most 
likely for two reasons. First, the pipewall is generally the coldest part of the transportion line 
and hence the location where hydrates are most thermodynamically stable. Second, the 
formation of crystalline hydrates normally requires a solid nucleation site and the pipewall is 
generally the only source of such sites. Crystals can subsequently abraid from the pipewall and 
be transported down the pipeline, but such abraided crystals are not expected to be the primary 
cause of initial flow constriction. 

In the present study, we determine the rates at which hydrates nucleate and grow on the surface 
of a cold pipewall over which gas is flowing at rates comparable to those which might exist in a 
pipeline. 

Experimental 

The apparatus for studying the precipitation and growth of solids is a variation of that described 
elsewhere (Figure 1 Holder and Enick, 1995). The apparatus consists of two coaxial cylinders. 
Hydrates form in the annular space by growing radically inward from the cooled outer wall. To 
form hydrates, the temperature controlled vessel is pressurized with the appropriate gas, 100-150 
ml of water are injected and the inner cylinder rotated. The vessel can be operated in a vertical 
position as shown in Figure 1 or in a horizontal position. For these experiments a horizontal 
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position was used exclusively. The fundamental improvement of this apparatus relative to cells 
used in the past is that gas will flow in the annular space over the hydrate formation surface 
rather than remaining static. This will provide a means of investigating the effects of gas shear 
stress at the hydrate forming surface in pipelines. 

Temperature gradients within this vessel are established by flowing methanoVwater mixtures 
from separate isothermal baths through cooling coils on the outside of the vessel and the inner 
cooling chamber. The water in the vessel would coat the rotating inner cylinder, evaporate, and 
condense on the inside of the outer cylinder. 

A temperature gradient was established across the annular gap. The surface of the water was 
then in direct contact with the flowing methane at 273K - 275K. Hydrates began to form inside 
the outer cylinder. Pressure decreased as the methane from the gas phase entered the hydrate 
phase and was used to deliver the amount of water converted to hydrate. 

Experiments continued until either 1) the pressure of the methane remained constant, indicating 
that hydrate formation had ceased or 2)  the rotation of the inner cylinder ceased because small 
amounts of hydrates clogged the bearings and friction surfaces. The system was then 
depressurized and the hydrate crystals examined before they had an opportunity to completely 
dissociate. The hydrates formed a relatively uniform layer of frost-like solid in the annular gap. 

Results 

We have measured the linear growth rate of hydrates formed from pure methane, pure carbon 
dioxide, two mixtures of methanetpropane whose compositions were (95% methane and 5% 
propane) and (97% methane and 3% propane). The important variables in these studies were 
gas flow rate, gas composition, temperature, and pressure. Table 1 lists the results. 

Gas flow rate: Higher gas flow rates (reported as RPM) tend to produce higher rates of hydrate 
formation. This is because the higher gas flow rates dissipate the considerable heat release 
generated dying hydrate formation (50-100 kJ per mole of hydrated gas) and because the higher 
gas flow rates improve the mass transfer of water to the hydrate forming surface. It is still not 
clear which of these factors is most significant. However, the effect of gas flow rate appears to 
level off at the highest rates. This means that mass and heat transfer are no longer limiting and 
a true kinetic value for hydrate growth is obtained. The higher gas flow rates used here are 
comparable to pipeline Reynolds numbers in excess of 10,000 and thus these conditions are 
those that might be obtained in an actual gas pipeline. 

Cas composition: It was observed that no clear difference in growth rates for the 95% methane 
and 97% methane mixtures were observed, but rates for gas mixtures and for carbon dioxide 
were faster than for pure methane. The methane hydrate is the least thermodynamically stable 
and it appears that the thermodynamic driving force (difference between the equilibrium 
temperature and the actual experimental temperature at the hydrate surface) affects the rate at 
which hydrates form. Another factor which may be important is the ability to stabilize the large 
cavity of the hydrate structure. Propane stabilizes the large cavity of structure I1 better than 
methane and carbon dioxide stabilizes the large cavity of structure I better than methane. The 
ability to stabilize the large cavity may play a role in the kinetics. The current experimental 
evidence is not conclusive on this issue. 

Another variable of interest for the methanetpropane mixtures is that the gas composition 
changes as the hydrates form since the propane concentration in the hydrates is much higher than 
in the gas phase. As more hydrates form a eutectic mixture of methane and propane containing 
less than 1% propane should be present. This mixture should result in the simultaneous 
formation of both structure I and structure I1 hydrate. 

Temperature: In general, temperatve is thought to increase the rate of any kinetic process. 
However, higher gas temperatures decrease the thermodynamic driving force and will tend to 
impede the rate. 
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Pressure: The rangeof pressures used was small, but the results indicate that higher pressures 
increased the rate of hydrate formation. 

Inhibitors: Both WAX and PVP reduced the rate of hydrate formation to negligible values 
when present. Both were applied to the inside surface of the outer cylinder prior to hydrate 
formation. 

The overall correlation for growth rate for both methane + propane mixture is 
linear rate = 0.001535 (RPM) + 9.3 x 10“ (PIKPA) - 0.0178 (Cooling Coil (TK). 

This correlation has a R2 of 0.75. 

Conclusion 

The rates of hydrate formation along pipe walls will likely be comparable to the rates measured 
in this study. Linear growth rates of 0.2 cmflv are likely to represent the maximum growth rate 
that could be expected in gas transportation lines. As the hydrates thicken, they can serve as 
insulators of the line which will result in slower cooling of the produced fluids ( which come out 
of the earth at higher temperatures than exist in the transportation line). The insulation will 
produce higher transportation temperatures and could either enhance or inhibit hydrate 
formation rates. 

Based upon the rates measured here, transportation lines could be operated for hundreds or 
thousands of hours prior to their blockage by hydrates. 
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Figure 1. High Pressure Tangential Annular Flaw Apparatus 

1. High Pressure Gas 
2. Gas Hydrate 
3. 
4. Gas Cooling Fluid Flowing in Cylinder 
5. Ice Cooling Fluid Rowing in Coils 
6. Rotating Cylinder 
7. High Pressure Cell 
8. Insulation 

T -  Thermocouples 
P - Pressure Transducer 

Table 1 : Growth Rate of Hydrates 

E 

GasCompmition Bulkgas 

1Oo%C, 283.7 +I- 0.4 

lOo%C, 282.9 +I- 0.4 
lOo%C, 282.1 +I- 0.4 
1Oo%C, 281.9 +I-0.3 

IOoICI 282.3 +I- 0.7 
100%C, 279.7 +I- 0.6 
IOoIC, 276.5 +I- 0.2 
S%C,:%%C, 291.1 +/- 0.3 
S%C,:%%C, 288.9 +I- 0.4 
S%C,:%%C, 288.7 +I- 0.6 
5%C,:%%CI 288.4 +I-0.7 

3%C,:97%CI 284.7 +/-0.7 

Temp 00 

1Oo%C, 283.5 +I- 0.5 

IOo%CI 283.0 +I- 0.5 

5%q:%%C, 287 +I- 0.9 

3%C+97%Cl 288.1 +/-0.1 
3%C3:97%cl 284.5 +/-O.I 
3%C3:97%C1 286.8 +I- 0.2 
3%C,:97%C1 287.5 
3%C3:9S%C, 286.4 +/-0.1 
cq 287. +I- 0.3 
cwm 277.8 +/-0.7 
CHJPVP 278.6 +I- 0.6 

- 
Cooling coil 

Temp 00 
273.7 +I- 0.3 
271.4 +/-0.1 
272.0 +I- 0.3 
271.9 +/-O.l 
272. I +I- 0. I 
271.8 +/-0.1 
271.9 +/-0.2 
271.5 +I-0.2 
271.5 +/-0.2 
272.9 +/-0.1 
273.6 +/- 0.2 
270 +I- 0.1 
271.1 +I-O.l 
no +I-O.I 
271.6 +I-O.I 
273.2 +I-O.I 
271.7 +/-O.l 
274 +I-O.l 
271.5 +I-O.I 

271.4 +I-0.1 
271.6 +I- 0.2 

m +i-o.i 

m.1 +I- 0.2 

Initial 
W) 

6M9 
6039 
6021 
6023 
5987 
6ow 
6019 
6861 
6618 
7014 
7110 
6 9 3  
6wo 
7089 
6781 
7036 
67Q 
7016 
b!m 
7011 
3555 
52% 
5482 

RPM 

- 
7 
8 
8 
8 

30 
2 
8 
25 
I5 
7 
I5 
60 
I 

30 
7 
7 

60 
2 
2 
30 
8 
1s 
IS 

- 
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INTRODUCTION 
Methanol has long been in use as an inhibitor of hydrate formation'. It acts as a 
classical antifreeze, that is by lowering the activity of the water, and generally shifts the 
equilibrium lines for hydrate formation in the phase diagram to lower temperatures. It 
has been shown that in water - hydrate former - methanol systems the methanol is 
excluded from the clathrate hydrate when the material is frozen*. From a molecular 
point of view, one may argue that methanol interacts strongly with water by hydrogen 
bonding, thus interfering with the structure formation required for the formation of solid 
ice and ice-like lattices. Thus, methanol is one of few small molecules that do not form 
clathrate hydrates at ordinary temperatures ( - 0°C ). The propensity for small water- 
soluble molecules to form hydrates depends on a balance between hydrophobic and 
hydrophilic interactions, as many of the water soluble ethers readily form clathrate 
hydrates3. Ethanol is known to form two different hydrates' at low temperatures which 
are probably semi-clathrates structurally related to Str.1 and Str.11 hydrates ( Pm3m, 
a=l 1.88 A, F4,32, a=l7.25 A respectively ). Isopropanol, t-butanol and iso-amyl 
alcohol all are known to form double hydrates with small help-gas molecules5. 

In 1991, a report appeared' which suggested that methanol, when co-deposited with 
water in a vacuum at low temperatures, forms a clathrate hydrate of structure II with a 
lattice constant of 16.3 A. This observation poses a number of questions regarding 
the ability of methanol to both inhibit and promote hydrate formation. If one is a high 
temperature property, and the other a low temperature property, at which temperature 
do they cross over and what are the responsible interactions ? On the other hand, 
there are some general questions regarding the interpretation of the results. For 
instance, the usual structure II lattice parameter is 17.1 f 0.1 A', so it isn't easy to see 
how the structure II lattice can adapt to a - 12% volume reduction. 

Also, size considerations alone would suggest that methanol ( an ethane-sized 
molecule ) should form a structure I rather than a structure II hydrate. As noted above, 
the larger ( propane-sized ) ethanol molecule apparently forms semi-clathrates similar 
to both str. I and str (I. In this sense it is pertinent to note that calculations have been 
performed on a str. I hydrate lattice containing methanol guests'. A third point is that 
the report does not acknowledge the possible presence of methanol monohydrate, 
which was reported in a study of the methanol -water phase diagram in 1961'. These 
questions led us to have a close look at the low temperature behaviour of the methanol 
-water system. 

EXPERIMENTAL 
Methanol and water were co-deposited from metered amounts of the vapours on the 
cold plate ( - 20K ) of a Displex closed cycle refrigerator. Sample stoichiometry was 
varied from 20:l to 1:l. Pure amorphous ice and methanol phases were prepared as 
well. Samples were handled and stored under liquid nitrogen. Some samples of a 1:l 
stoichiometry were prepared by direct mixing of the liquids followed by quenching to 
77K and annealing above the eutectic temperature at - 150K. 

Sample characterization was carried out by differential scanning calorimetry (DSC), 
powder X-ray diffraction ( XRD ) and NMR spectroscopy. Samples for NMR were 
isotopically enriched in 'H for either the water or methanol phases. 

Thermal events were recorded by means of a Tian Calvet heat-flow calorimeter ( 
Setaram, Model BT2.15). The details of the calorimeter and the operating procedure 
have been described previously'o. A sample size of about 2 g was used, the sample 
temperature always remaining below 80K during loading. Samples were scanned from 
78K to room temperature at 10 K"/h with nitrogen at 200 mbar as heat exchange gas. 
XRD measurements were performed on a Rigaku 0 - 0 powder diffractometer 
equipped with a Paar temperature controller. Samples were loaded cold, and XRD 
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patterns were taken at 80K. Samples were annealed for 10 min. at the appropriate 
temperatures then cooled for the recording of the XRD pattern. The various phases 
which appear on crystallization of the amorphous deposits and mixtures were identified 
by comparison with data obtained for the pure crystalline materials or from literature 
p'ata. 
H NMR powder patterns were recorded at a frequency of 30 MHz on a Bruker MSL 

200 NMR spectrometer equipped with a 5mm solenoid probe. Quadrupole echo 
sequences were used with a 90" pulse length of - 2.5 psec and an echo delay time of 
30 p e c .  Samples of 1:1 stoichiometry were quenched and conditioned in the probe at 
temperatures somewhat above 150K. Quadrupole coupling parameters were 
determined by a fitting procedure using the Bruker Winfit package. 

RESULTS AND DISCUSSION 
Table 1 offers a summary of the calorimetric data which was obtained for a range of 
samples which reasonably well cover the methanol-water phase diagram. The column 
on the left is in good agreement with previously reported work on vapour-deposited ice. 
We note that all starting materials are amorphous, and that the first event to take place 
on warming is crystallization, or crystallization preceded by a glass transition. This is in 
agreement with the reported phase diagram, where devitrification is reported to take 
place between 110 and 120K. We note that it doesn't seem to matter much whether 
samples are produced by quenching the liquid mixture, or by vapour deposition. 

A critically important component of the work is to identify the phases present in the low 
temperature region, that is after the glass transitionfcrystallization events. The XRD 
patterns of Ice Ih, Ice IC and the clathrate hydrates are well documented. XRD 
patterns for the a and p phases of methanol were recorded in order to be able to 
recognize the presence of these phases. 

In all of the experiments carried out, it was found that a number of reflections appeared 
which could not be assigned to one of the aforementioned crystal phases. These 
reflections appeared to be strongest for samples approaching a composition of 1:l 
methanol/ water. Another experiment showed that these reflections disappeared when 
the sample was warmed to 175K, leaving only the Ice Ih pattern, but reappeared on 
cooling. We can conclude that these reflections should be assigned to the methanol 
monohydrate which is known to melt incongruently at - 171K. Although methanol 
monohydrate has been known to exist for many years, so far no information is 
available on its structure. In order to facilitate further study, a good sample of 
methanol monohydrate was prepared by quenching a 1:l mixture of methanol and 
water and annealing at 150K for 10 hrs. The sample still contained a significant 
quantity of hexagonal ice as impurity, however, the remaining 19 reflections could be 
indexed in terms of tetragonal Laue symmetry and a fit of the d spacings was obtained 
with unit cell dimensions of a = 4.660(1), c=13.813(5) A. 

With the identification of the methanol monohydrate phase, all of the reflections can be 
accounted for for all of the samples considered in this study. The crystallization 
processes which transform the lowest temperature amorphous phases are outlined 
below for a range of sample compositions. 

Ice Ice IC 
methanoVwater ( 1:20, 1:lO ) =) methanol monohydrate + Ice Ih + Ice IC (trace) 
methanol/water ( 1: 2 ) * methanol monohydrate + Ice Ih + methanol 
methanol 3 a - methanol 

Perhaps the most unusual observation is the near disappearance of cubic ice as a 
distinct phase in the presence of methanol. Figure 1 shows a typical XRD run on a 
codeposit (1.2 methanol- water ) initially annealed at 120K. The ice Ih reflections 
clearly are present for all temperatures. The calorimetric data is in agreement with 
this, as the only evidence for the crystallization of cubic ice is from a very weak 
exotherm near 148K in the 1O:l deposit ( see table 1 ), and the subsequent 
transformation of ice IC to ice Ih occurs near 179K; these events occur near 142K and 
19% for pure ice. Methanol seems to act as a catalyst in the direct conversion of 
amorphous ice to ice Ih. 

How do our results relate to those reported for the " methanol clathrate '' ? The 
material prepared was thought to be a clathrate mixed with some cubic ice based on 
the assignment of 10 reflections to a 16.3 A clathrate lattice plus 1 reflection due to 
cubic ice. By comparing the diffraction data for the two studies it becomes apparent 
that all of the observed reflections in both studies can be accounted for in terms of ice 
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Ih and methanol monohydrate. It should be noted that the small angle reflections ( hkl 
= 11 1, 220 and 31 1 for str. II ) which are essential for assigning the clathrate structures 
in mixed-phase systems were not observed. Certainly in light of our data there is no 
need to propose a structure II clathrate hydrate with an unusual lattice parameter. 

Although the XRD powder data have given a good indication of the symmetry and size 
of the unit cell in the crystal, the detailed structure remains as yet unknown. Some 
additional information on the methanol monohydrate can be obtained from NMR 
spectroscopy. The 'H NMR quadrupole coupling parameters obtained for the water 
lattice are useful, as these can be used to give information both on the strength of the 
hydrogen bonds and the dynamics of the water lattice. The 'H NMR lineshape for a 
sample of CH,OH. D,O yielded a quadrupole coupling constant x ( = e2Qq/h ) of 206.9 
kHz and an asymmetry parameter q= 0.09. These values are very near to those for 
ice Ih ( 215 kHz, O.l"), and are characteristic of a fully hydrogen-bonded network. The 
x value is an average for the D,O and CH,OD deuterons, as exchange must produce 
the deuterium-substituted methanol. The small decrease in x indicates that the 0 - 0 
distances are, i f  anything, on average slightly shorter than those in ice Ih. The 
temperature dependence of the lineshape ( fig. 2 ) gives a rough indication of the rate 
of the dynamic processes in which water molecules are involved. Above about 140K, 
the lineshape develops a central component which is a manifestation of slow 
reorientation 'of the water molecules within the lattice. A comparison with the 
lineshapes obtained for pure ice Ih indicates that the water molecules in the methanol 
hydrate at - 150K have the same motional correlation time as those in ice Ih at -260K. 
Since the water reorientation in ice is defect-driven, the implied low activation energy 
for water reorientation in methanol monohydrate must reflect the ease with which 
defects can be generated. A more detailed analysis of D,O dynamics is complicated by 
the fact that besides the water molecules there are two kinds of methanol 0-D bonds 
that must be involved in restricted dynamic processes ( see below ). Examination of a 
corresponding CD,OD.H,O ( fig. 2, below ) sample showed that there are two 
dynamically inequivalent CD, groups, as there are two overlapping powder doublets. 
Both CD, groups show rapid rotation about their 3-fold axes, one of the two shows little 
or no additional motion, the second shows the presence of another process which 
formally can be explained by a jump between two positions with - 40" between the 
directions of the CD, group symmetry axes. The central line ( fig. 2, right ) arises from 
the more mobile OD and HOD deuterons. The NMR measurements show quite clearly 
that molecular motion is possible at much lower temperatures than in a pure ice lattice. 

CONCLUSIONS 
On the basis of results reported here it appears unnecessary to propose the existence 
of a clathrate hydrate of methanol. In vapour-deposited or quenched water - methanol 
mixtures the crystallization products include mainly methanol monohydrate and Ice Ih 
on the water-rich side of the composition diagram. Methanol seems to act as a 
catalyst for the direct conversion of glassy ices to ice Ih. On the basis of XRD it is 
proposed that the methanol monohydrate is tetragonal with unit cell dimensions a= 
4.660, c= 13.813 A. NMR results indicate that both water and methanol are part of a 
fully hydrogen-bonded network, but that water reorientation takes place much more 
easily than in pure ice Ih and in most clathrate hydrates. Finally, one can say that 
methanol by all accounts remains an inhibitor of hydrate formation. 
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Table 1. Summary of Calorimetric Data ; thermal events are shown in italics, 
phases present in bold type 
..................................................................................................... 

Starting material 

ice (a) 1O:l mixture (a) 1:l mixture ( quenched ) methanol (a) 

ice Ih 

795K( en ) 

...................................................................................................... 

liquid mixture liquid 

783K( en; w ) 

Ice Ih + liq 

179K( en; w) 

Ice Ih + liq 
773K(en) 174K (en ) p phase + liq. 

.178K( en ) 

Ice IC 

MeOH.H,O + MeOH.H,O + 768K (en) 
Ice Ih Ice Ih +eutectic 

mixture 
a phase + eutectic 
mixture 

758K(en,w) 758K (en.w) 

748K(ex, w) 

742K (ex) MeOH.H,O + a phase +eutectic 

736K (9) mixture (s) 
Ice Ih +eutectic mixture (s) 

737K(ex) 

722K (ex ) 

Ice (a) amorphous 7 72K (9) 
mixture 

702K (ex) 
amorphous methanol ( a  ) 

mixture 
................................................................................................................. 
a = amorphous; ex = exotherm; en = endotherm; w = weak; g = glass transition, s = 
solid 
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Figure 1. X-ray powder 
diffraction patterns for a 
1 :2 methanol-water 
mixture obtained at 90K; 
the sample was annealed 
for 6 hours at 120K before 
the other patterns were 
obtained at the 
temperatures indicated. 
The crystalline phases 
present are: ice Ih 
( marked on the 180K 
pattern ); methanol g 
monohydrate ( marked on a 
the 160K pattern ): a and 
p methanol ( marked on 
the 140K pattern ). the 
amorphous material 
shows up as broad 
background scattering 
especially at low 
temperatures, liquid as 
broad background at 
180K. 

i 

1 
Methanol-Water (1.2 molar ratio) 

Vawur COdepOsated 
h a l e d  al 120 K fw six hours 

A h 

Figure 2. 'H NMR powder 
patterns for ( right ) 
CH,OH.D,O - temperature 
dependence; (below) 
CD,OD.H,O at 140 K 
experimental and 
simulated patterns 
( parameters for outer and 
inner powder doublets x = 
46.83 kHz, 11 = 0.04; x = 
37.80, 11 = 0.18 ) 

! > ? - I  : a i a i  P - ;BY -MX 120 K 

4Cm33 xoocn 0 -2wooo -400300 

b. 

\ 

n 
1 
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ABSTRACT: 

A simple thermodynamic model is proposed for predicting hydrate forming conditions for 
natural gas components in the presence of single component or mixed electrolyte solutions. 
The parameters required for use of the model are developed and presented. The model is 
quite accurate with average deviations between calculated and experimental values of less 
than 0.5% for systems not included in the model parameter determination. 

INTRODUCTION: 

Gas hydrates are a form of clathrate -- compounds in which guest molecules are entrapped in 
a cage lattice structure composed of host molecules. They were first discovered by Davy in 
1810 who produced chlorine hydrate (24). Natural gas hydrates were first produced by Villard 
in 1888 (25). Hydrates of natural gas components are ice-like solid compounds that can form 
under temperature conditions 25°C (40°F) or more above the freezing point of water. 

Several different hydrate structures are known. Most polar and some weakly polar gases form 
either a structure I or structure Il hydrate. The hydrate formed depends primarily on the size of 
the guest molecule. Methane and ethane form structure I hydrates while propane and iso- 
butane form structure It hydrates. Parrish and Prausnik (18) reported the physical 
characteristics of structure I and Il hydrates. 

Gas hydrates are ice-like clathrate compounds that are solids. They can accumulate in low 
places or around valves and fittings causing gas gathering and flow lines to become clogged 
and shut off gas flow. This is a particular problem in cold weather when line temperatures are 
most likely to be in the hydrate forming range. Knowledge of hydrate forming conditions and 
ways of preventing hydrates from forming are important to the natural gas industry. These 
areas are well developed and reliable methods are available for both natural gas mixtures 
(Maddox. et al. 14) and gas mixtures with inhibitors present (Moshfeghian and Maddox, 16). 

Salt solutions and brine are frequently produced along with natural gas. Also, hydrates have 
been suggested as one way of making sea water potable (Knox, et al., 12) and as a possible 
way of storing natural gas in salt pits (Miller and Strong, 15). Capabilities for predicting natural 
gas forming conditions in the presence of weak electrolytes need improvement. That is the 
justification for the work presented here. 

APPROACH 

The approach used to develop the procedure for estimating hydrate forming conditions for 
gases over electrolytes is similar to that used by Moshfeghian and Maddox (1990) for their 
work on inhibited water solutions. They predicted the conditions for hydrate formation over 
pure water and then calculated an adjustment, or change, in those conditions to account for 
the presence of the inhibitor. 

In the present work the method of Holder, Cohin and Papadopoulos (1980) is used to 
calculate the conditions for hydrate formation over pure water, and equations are developed to 
adjust those conditions for the presence of electrolyte. Holder and mworkers used 
experimental measurements to generate chemical potential, enthalpy and heat capacity 
functions. No gas species dependent adjustable parameters are required. 

THERMODYNAMIC MODEL 

The equations used for predicting the influence of weak electrolyte solutions on natural gas 
hydrate forming conditions were developed from the work of van der Waals and Plalteeuw, 
(23). The value of the Langmuir constant depends on temperature and potential energy 
function parameters and was evaluated using the mathematical expressions of Parrish and 
Prausnik (18). 
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At equilibrium the chemical potential of water is equal in all phases present. If the free water is 
present as ice, none of the ice will be incorporated within the hydrate structure, and the 
chemical potential of the water in the hydrate will be equal to that of ice. If liquid water is 
present the free water and the water in the hydrate will have the same chemical potential. 

The way in which the activity of water is evaluated depends on the components present in the 
system under consideration. If pure liquid water is present Holder, et al. (8) suggest that gas 
solubility in the water phase will be so slight that x,, the mole fraction of water, may be used 
without creating significant error. If. on the other hand, water is present in an electrolyte 
solution with an appreciable concentration of salt present, the model suggested by Piker and 
Mayorga (22) can be used to estimate the activity of water in the electrolyte. Following 
Englezos and Bishnoi (5) and Tohidi, et al. (26) this work has used the Piker and Mayorga 
activity model for predicting conditions necessary for hydrate formation in the presence of 
electrolyte solutions. 

In case there is more than one electrolyte present in the solution, the procedure proposed by 
Patwardhan and Kumar (1 9) is used to estimate the water activity. 

Formation of hydrate from gas and liquid water molecules where G molecules of gas involve N 
molecules of water can be represented by the following chemical reaction: 

G + N(Hz0) t+ GN(H20) 

For this representation Maddox. et al. (14) showed that the effect of a non electrolyte inhibitor 
on the hydrate temperature of a natural gas could be explained as: 

(1 ) 

The derivation of equation (1) is discussed in detail by Pieroen (21). The electrolyte can be 
treated as an "inhibitor" if the procedure developed is used for estimating electrolyte activities 
and other parameters. In this work (AHINR), the enthalpy of hydrate formation per water 
molecule in the hydrate lattice in equation (1) is assumed to be a function of pressure and the 
ionic strength of the electrolyte solution and to take the following form: 

AH e , P  
NR I + e , P + e , ( h P )  
-= 

with el, e2. e3 and e, being adjustable parameters determined from experimental electrolyte 
solution hydrate data. 

Experimental measurements of the hydrate temperature of methane (1, 2, 23) and ethane 
(6,26) in the presence of liquid water and electrolyte solutions and propane (8. 10. 13, 26) in 
the presence of ice. liquid water and electrolyte solution were used to evaluate the parameters 
in equation (2). The values are: el= 597.33; 82=-0.0409; e3=0.0000227; e4=-0.0751. These 
are global parameters that apply for any gas and any single or mixed electrolyte solution. 
They reproduce the measurements of Blanc and Tournier-Lassenre (l), Dholabhai, et ai. (3). 
and Roo, et al. (23) for methane (CH,) with an average absolute temperature deviation of 
0.33%; The experimental determinations by Englezos and Bishnoi (6) and Tohidi. et al. (26) 
for ethane are reproduced with an average absolute deviation of 0.56% across all data points. 
Experimental data for propane by Englezos and Ngan (e), Holder and Godbole (10). Kubota, 
et al. (13), and Tohidi, et al. (26) are reproduced with an average absolute deviation for all 
propane data points of 0.35%. A summary of these results is shown in Table 1. 

CALCULATION PROCEDURE 

Based on the discussion above a procedure for calculating the hydrate forming temperature 
and pressure for natural gas components in contact with water containing one or more 
electrolyte salts can be suggested. Assuming that the pressure is fixed and the hydrate 
forming temperature is required, the sequential steps in the procedure are: 

1. Assume that the hydrate forming temperature in the presence of water with no electrolyte 
present is above 273.15K. the freezing point of water. If the hydrate temperature is lower than 
this, that fact will become evident and the assumed temperature can be changed. Use 
equations 3, 7 and 13 to evaluate P. 
2. Calculate the activity of water and AWNR. 
3. Calculate the hydrate temperature in the presence of electrolyte. 
4. If the temperature calculated in step 3 is greater than 273.15K, all is well; if it is lower than 
273.15K retum to step 1, assume the temperature is less than 273.15K. and repeat steps 2 
and 3. 

I 
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RESULTS 

The procedure outlined has been used to predict hydrate forming conditions for carbon dioxide 
(Cod over electrolyte solutions. COz is a different gas than light hydrocafbons in that it 
displays appreciable solubility in water, even at moderate pressures. There are cases in which 
gas solubility is high enough that the mole fraction of water in the water phase departs 
substantially from 1 .O. The solubility of CO, in water can be expressed as: 

where: 
gr = -725919.22 
g2 = 2890.54 
Q3 = 0.05127 
g, = -0.11228 

Calculations of COz solubility using equation (3) match the experimental measurements of Con 
solubility made by Stewart and Munjal (25) within an average absolute mole fraction WI 
deviation of 0.00042 over temperatures from 259 to 281 K and pressures from 1 .O to 4.25 MPa. 
Using equation (3) for CO, solubility in water and the hydrate prediction procedure developed 
here, the hydrate forming conditions for GOz over electrolyte solutions have been calculated " 
and compared with experimental determinations made by Dholabhai, et al. (4). and Englezos 
(7). The results for CO, are summarized in Table 1. The 161 COz data points show an 
average absolute temperature deviation of 0.46% over the full temperature, electrolyte 
composition and pressure range of the data. , 

CONCLUSION 

The model developed for predicting hydrate forming conditions in the presence of electrolyte 
solutions does an excellent job of reproducing experimental measurements. It also has the 
capability to make accurate predictions of hydrate formation in cases where the gas shows 
appreciable solubility in the water phase. It represents a significant step in predicting hydrate 
forming conditions for constituents of natural gas. 

NOMENCLATURE 

a, = activity of water 
at = activity of water in the single salt solution defined by m: 
A, = Debye-Huckel coefficient = 0.392 for water at 25°C 

= parameter in equation (10) 
PI = parameter in equation (10) 
P2 = parameter in equation (10) 
C,, = Langmuir constant 
CP = specific heat, caVg-mole-K 
f,. = gas-phase fugacity of the Afh gas species 
h = molar enthalpy, caWg-mole 
m = molality of electrolyte solution 
mk = molality of electrolyte k in mixed electrolyte solution 
mi = molality of electrolyte kin a solution containing only electrolyte k and that has 

n = formula of electrolyte 
n, = number of positive ions in electrolyte formula 
n. = number of negative ions in electrolyte formula 
nc = total number of components in gas phase 
R = gas constant. 1.987 cal/g-mole-K 
T = absolute temperature, K 
V = molar volume cm3/g-mole 
p t  = chemical potential of water in the gas occupied lattice, cal/g-mole 
Apt = change in chemical potential of water caused by hydrate formation, catfgmole 
p t  = chemical potential of water in the unoccupied lattice, Wg-mole 
p: = chemical potential of ice, caWgmole 
p t  = chemical potential of pure water, caWg-mole 
Omj = fraction of the type m cavities which are occupied by a j-type gas molecule 
Urn = ratio of the number of type m cavities to the number of water molecules in the 

z = charge on ions in electrolyte formula 

the same ionic strength as the mixed solution 

hydrate phase 
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Tabla 1 

Electrolyte Temperature Pressure AATD' 

rnoVL K MPa K 
Component Concentration Range Range 

NaCl KCI CaCI2 

CH4 0-5.43 0-1.57 0-1.07 261-281 2.39-92.0 0.33 

GHe 04.28 0-1.88 0-1.59 265-283 0.50-2.0 0.56 

GHe 0.4.27 03.35 0-1.61 248-278 0.1-0.54 0.35 

C o o  0-4.29 0-2.36 0-2.24 259-281 1.0423 0.46 

Average Absolute Temperature Deviation 
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ABSTRACT 
Incipient equilibrium hydrate formation conditions for two systems are presented. 

The isothermal pressure search method was employed. First, structure II hydrate data 
for the propane-triethylene glycol water system at glycol concentrations of 0, 10 an 20 
wi % are given. Triethylene glycol was shown to have considerable inhibiting effect on 
propane hydrate formation. The other data are hydrate formation conditions for the 
system methane-carbon dioxide-neohexane-water. The initial gas molar composition on 
a water-free basis was 80 % methane and 20 % carbon dioxide. At a given 
temperature, the incipient hydrate formation pressure was found to be within the range 
of the hydrate formation pressure for the methane-neohexane-water and the carbon 
dioxide-water systems. Thus, further analysis is required to elucidate the type of 
hydrate structure. 

INTRODUCTION 
During the past five years we have been measuring phase equilibrium data in 

gas hydrate forming systems in our laboratory. The broad objective of the work is to 
provide thermodynamic data which will be used either directly in process design of 
relevant operations in the oil and gas industry or can be used to test the validity of 
computational methods for phase equilibrium. We have studied the effect of glycols, 
water soluble polymers and electrolytes in hydrates from natural gas components. In 
the present work, we provide measurements for two systems: First, phase equilibrium 
data for the propane-water-triethylene glycol (TEG) system and second data for the 
methane-carbon dioxide-2,2-dimethyl butane (neohexane) system. 

It has been known since the 1930s that natural gas and water can form a solid 
ice-like compound commonly called gas hydrate (Hammerschmidt, 1934). This may 
take place at temperatures above the normal freezing point of water. Because the 
formation of hydrates has severe economic consequences, in oil and gas operations, 
prevention of formation is major concern. The most common method to prevent hydrate 
formation is to inject methanol, glycol, or electrolytes (inhibiting substances). There is a 
growing interest to replace thermodynamic inhibitors with kinetic inhibitors i.e. chemicals 
which could perhaps prevent the agglomeration of gas hydrates after they have been 
formed (Muijs. 1991; Sloan et al. 1994; Englezos, 1996). In spite of this growing effort 
as well as the progress that has been made in hydrate thermodynamics, equilibrium 
data for gas hydrates are still needed not only for process design but also for the 
development and testing of predictive methods for hydrate equilibria (Sloan, 1990; 
Englezos, 1993; Sloan et al. 1994). 

Triethylene glycol is an industrially used chemical to inhibit the formation of gas 
hydrates. Ross and Toczylkin (1992) have presented data on the effect of TEG on 
methane and ethane gas hydrates. These are known to be structure I hydrates, Hence, 
one of the objectives of this work is to report incipient equilibrium data for propane 
hydrate in aqueous triethylene glycol solutions. Propane hydrate is known to form 
structure I1 type hydrate crystal lattice. 

Following the report from the National Research Council (NRC) of Canada in 
1987 on a new hydrate structure, Sloan and co-workers reported the first structure H 
hydrate phase equilibrium data in 1992 (Ripmeester et al. 1987; Ripmeester and 
Ratcliffe,l990; Lederhos et al. 1992). The possibility of forming structure H hydrates in 
gas and oil reservoirs provides the motivation to obtain phase equilibrium data for 
structure H hydrates. Subsequently, additional data and a method to predict structure H 
equilibrium were reported from Sloan’s laboratory (Lederhos et al. 1993; Mehta and 
Sloan,1993; 1994a; Mehta and Sloan,1994b; Makogon et al. 1996; Mehta and Sloan, 
1996). Additional data were also reported by other laboratories (Danesh et a1.1994; 
Hutz and Englezos, 1996). 

Thus far only methane, nitrogen and argon have been used as light components 
in the formation of structure H hydrates. Carbon dioxide in conjunction with neohexane 
and ice also forms structure H hydrates (Ripmeester, 1996). In our laboratory, we 
attempted to prepare such hydrate but in liquid water. However, we were not able to 
form hydrates which could be of structure H. At a given temperature, the hydrate that 
was formed was stable at the carbon dioxide structure I hydrate equilibrium pressure. 
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Hence, we decided to work with a gas mixture of 80 % methane and 20 % carbon 
dioxide on a molar basis in conjunction with neohexane which serves as the heavy 
component. 

APPARATUS AND PROCEDURE 
A schematic of the apparatus is shown in Figure 1. It consists of a high pressure 

316 stainless steel vessel which is immersed in a temperature controlled bath. It has 
two circular viewing windows on to the front and back. The top of the vessel is held in 
place by six stainless steel bolts and is sealed with a neoprene O-ring. The temperature 
control bath contains 30 L of a solution consisting of approximately 50/50 mass percent 
water and ethylene glycol. A motor driven mechanism is used to stir the contents of the 
bath. The temperature of the bath is controlled by an external refrigeratorheater 
(Forma Scientific model 2095, Caltech Scientific. Richmond, BC) with a capacity of 28.5 
L. The refrigeratodheater also uses a 50-50 mass percent glycol-water mixture. Mixing 
of the cell contents is accomplished using a magnetic stir bar that is magnetically 
coupled to a set of two rotating magnets (Tormag Engineering, Vancouver, B.C.) placed 
directly underneath the cell. The set of magnets is driven by an electric motor. The 
temperature at the top, middle and near the bottom inside the cell is measured by three 
Omega copper-constantan thermocouples. Their accuracy is believed to be +/- 0.10 K. 
The pressure in the cell is measured by a Bourdon tube Heisse pressure gauge from 
Brian Controls (Burnaby, BC). The range of the gauge is 0-14 000 kPa and its accuracy 
is believed to be less than 0.25 percent of the span. 

The objective of an experiment is to determine the minimum pressure, at a given 
temperature, where hydrate crystals can co-exist in equilibrium with a gas phase 
containing mostly propane and the aqueous liquid phase containing the triethylene 
glycol. In the structure H hydrate formation experiments, the equilibrium is among a gas 
phase rich in methane and carbon dioxide, an aqueous liquid phase, a liquid 
hydrocarbon phase rich in neohexane and the hydrate phase. The isothermal pressure 
search method is used for the determination of the hydrate formation conditions. We 
use this method because when a pressure change is imposed, the system can reach 
thermal equilibrium faster compared to the time required for an adjustment of the 
temperature. More detailed information on the equipment and the procedure to carry 
out the experiments is available elsewhere (Englezos and Ngan, 1994; Hutz and 
Englezos, 1996) 

The solutions were prepared with deionized water. The purity of methane and 
propane was 99.9 and 99.5 % (by volume) respectively. These gases as well as the 
anaerobic grade carbon dioxide were supplied by Medigas. The neohexane (99%) was 
supplied from Aldrich. Triethylene glycol was also supplied by Aldrich and was 99% 
pure. The hydrate forming substances were used without any further purification. A 
Sartorius analytical balance with a readability of 0.059 was used to weigh the 
compounds used in the experiments. 

RESULTS AND DISCUSSION 
The ProDane-triethvlene qlvcol-water svstem. The measured equilibrium hydrate 

formation conditions are shown in Figure 2 together with the vapour pressure of 
propane. As seen from the figure, the data indicate an inhibiting effect by TEG on 
propane hydrate equilibrium. One can read from the graph the hydrate point 
depression at a given pressure. For example at 300 kPa the hydrate point depression is 
1.65 and 3.15 K for the 10 and 20 wi % TEG solutions respectively. At 400 kPa 
pressure, the hydrate point depressions are 1.70 and 3.25 K for the 10 and 20 wi % 
solutions respectively. It is noted that the freezing point depressions for these TEG 
solutions is 1.33 and 2.93 K. Comparing these values with our previous work with 
glycerol we note that, the inhibiting effectiveness of TEG is therefore comparable to 
glycerol but less than that of methanol and NaCl on the same weight % basis (Breland 
and Englezos, 1996). It is also noted that the difference in hydrate point depression for 
TEG solutions at different pressures are less than experimental uncertainty. Hence, it is 
assumed that the hydrate point depression values do not depend on pressure. 

The methane-carbon .dioxide-neohexane-water svstem. Experiments at NRC 
showed that carbon dioxide with neohexane forms structure H hydrate (Ripmeester, 
1996). In spite of efforts to nucleate such hydrates but in liquid water and not in ice as 
was done at NRC. we were not able to obtain hydrates of structure H. The hydrate we 
obtained was stable within the carbon dioxide structure I hydrate equilibrium conditions. 
Since these experiments were inconclusive, we decided to work with an 80-20 % 
methane-carbon dioxide-neohexane-water system. Figure 3 shows the hydrate 
equilibrium measurements. The results indicate that the measured conditions are within 
the range of the methane-neohexane structure H and the carbon dioxide structure I 
hydrate formation conditions. At this stage, it is premature to decide upon the structure 
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of the hydrate. We plan to analyze the gas and the solid phase in order to elucidate the 
structure. 

CONCLUSIONS 
The effect of triethylene glycol (TEG) on the formation of propane hydrate was 

studied at 0, 10 and 20 wt % aqueous TEG solutions. TEG was found to have a 
significant inhibiting effect comparable to glycerol but weaker than methanol or NaCI. 
The experiments with a 80-20 % methane carbon dioxide mixture together with 
neohexane in liquid water were not conclusive with respect to the structure formed. 
However, the incipient equilibrium formation conditions for this system were 
determined. 
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INTRODUCTION 
Gas hydrates were, until recently, considered to be a phenomenon associated with small diameter 
hydrocarbon molecules, For systems relevant to the oil industry, the upper limit was set by n-butane. 
In 1987, Ripmeester et al(1,Z) discovered a new hydrate structure called structure H. This structure has 
cavities larger than those of the former known structures I and I1 and can therefore be stabilized by 
heavier guest molecules, Of components foud in real hydrocarbon fluids, isopentane, 
methylcyclopentane, methylcyclohexane and 2,3&ethylbutane were identified as potential structure H 
formers while benzene, cyclohexane and cyclopentane were identified as potential structure I1 formers. 
Recently, Thoidi et. al (3) presented experimental and prediction results on the effect of isopentane, 
methylcyclopentane, cyclopentane and cyclohexane on the hydrate equilibrium properties of two ~ t u d  
gas mixtures, They concluded that stlucture I1 heavy hydrate formers increase the hydrate stability of 
the two hydrocarbon gas mixtures, where as structure H heavy hydrate formers do not have sigruficant 
effect on the hydrate phase boundary. 
In the oil industry the hydrate prevention strategy makes extensive use of hydrate prediction programs. 
To our knowledge, none of the present commercially available programs take account of the heavy 
hydrate formers. If some heavy hydrate formers, found in a real hydrocarbon fluid, have a significant 
effect on the hydrate equilibrium temperature these have to be included in the prediction programs. 
In this work the hydrate equilibrium properties of isopentane, cyclopentane and cyclohexane in a 
synthetic hydrocarbon fluid have been determined. The vapor phase was simulated by either pure 
methane - a structure I former, or a synthetic gas mixture assuring formation of structure 11. The 
hydrocarbon liquid phase was in all experiments Exwsol D60, which is a paraffinic C9 - C13 distillation 
cut. 
Also presented is a survey of the content of cyclopentane in a selection of real hydrocarbon fluids from 
the North Sea area. 

EXPERIMENTAL 
All experiments were performed in a high pressure sapphire PVT-cell. The cell is placed in a 
temperature controlled air bath in which the temperature can be varied between -40 and +ZOO 'C. The 
temperature stability is 0.1 OC and the resolution is O.OIoC. The cell has a maximum worlung pressure 
of 500 bara. The accuracy of the pressure measurement is estimated to be within 0.5 bar and the 
resolution is 0.1 bar. The cell volume is controlled and varied using a piston directly coupled to a 
computerized brushless motor. Volumes are read with a resolution of 0.0001 an3. The estimated 
accuracy is 0.005 cfi? Maximum cell volume is 100 cm3. 
Stirring is provided by a magnetically coupled stirrer, driven by a computer controlled, variable speed 
motor. Maximum speed is 1000 rpm. Rheology changes of the experimental fluids are continuously 
monitored by measurement of the effect required to keep the motor running at c o m t  speed. 

Experimental procedures. The sapphire cell was cleaned and evacuated prior to filling of the 
experimental fluids. All fluids were added gravimetrically in the following sequence: Water (purified by 
reversed osmosis), hydrocarbon liquid phase (D60 - added various amounts of heavy hydrate formers) 
and finally the hydrocarbon vapor phase (CI or synthetic gas mixture). The water cut was, in all 
experiments, approximately 50%. The hydrocarbon phase were recombined and the saturation point, at 
ambient temperature, were determined. 
Hydrate formation was initiated by cooling the system at a constant rate, 3 - 5 "Chours, while 
continuously stirring the cell. AAer a period of time, allowing for equilibrium to be established, the 
system was reheated at a rate of 0.25 "Chours until the hydrates were completely melted. The 
experiment gives information of the hydrate equilibrium temperature, the degree of sub cooling and the 
visual appearance of the formed hydrates. Hydrate formation and decomposition are indicated by 
deflections in a volume vs. temperature plot (the isobar) and by a change in the rheology of the system 
(the apparent viscosity). The experiments were performed at isobaric conditions, at 100, 200 and 300 
bara. 
All experiments were documented by video recordings. 

Experimental fluids. The synthetic gas mixture were composed of CI, C2 and C3 in the ratio 74.89, 
16.47 and 8.64 mole %, respectively. All components were minimum 99.9 % pure. Analysis of the 
mixture did not show significant contamination of any other components. 
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Methane were 99.95 % pure. Isopentane, cyclopentane and cyclohexane were all of analflcal grade 
purity. 
Exsol D60 is a commercial paraffmic solvent. The composition of D60 is given in table I .  
The compositions of the different experimental systems are given in tables 2 and 3. The measured 
saturation pressure and the recombination gadoil ratio are given along with the composition. 

RESULTS AND DISCUSSION 
The results from the experiments involving the potential heavy hydrate formers isopentane cyclopentane 
and cyclohexane, are presented in tables 2 and 3 and figures I to 4. Also included in these figures are 
predictions of the hydrate equilibrium conditions. These predictions were performed by use of PVTsim, 
a commercially available PVT and phase behavior simulation program. 
Isopentane was expected to form structure H while cyclopentane and cyclohexane were expected to 
form structure 11. As can be seen from the figures, only cyclopentane seems to have a significant effect 
on the hydrate equilibrium conditions for the tested systems. The effect of cyclopentane is, on the other 
hand, remarkable as hydrate equilibrium temperatures close to 30 "C were observed. 
Isopentane: The effect of isopentane is demonstrated in figure I .  As can bee seen from this figure, the 
hydrate equilibrium conditions for the ClD60 system are not significantly altered by addition of 
isopentane at a concentration of 9.2 mole %. The ClD60 system forms a structure I hydrate and our 
results indicates that, in this system, isopentane do not stabilize either structure 11 or structure H 
hydrate. 
Cyclopentane: The effects of cyclopentane in a ClD60 system are presented in figure 2. At 
concentrations of 9.4 and 4.6 mole % are the equilibrium temperature shifted to higher temperatures and 
it is reason to assume that the structure is shiW from I to 11. At a concentration of 0.9 mole % are the 
hydrate equilibrium conditions for the CUD60 system not significantly altered. It can thus be assumed 
that cyclopentane do not participate in the hydrate formation at this concentration. 
The effects of cycloptanc in a s)lahetic gas/D60 system are presented in figure 3. 'Ibis system forms 
structure I1 also when heavy hydrate fonners are not added. The effed of adding 11 mole % 
cyclopmtane to this systan is s ~ e n  by the significant increase in the hydrate equilibrium temperature. 
Addition of I. 1 mole % cyclopentane to the synthetic gar system gives only a marghal increasc (0.2 "C) 
of the hydrate equilibrium temperature. 
Cyclohexane. The results from the experiments involving cyclohexane in a Cl/D60 system arc 
presented in figure 4. There were not observed any stabilizing effects in this system, which is scpected 
to form structure I when no heavy hydrate formers are added. It seems therefore d l e  to conclude 
that cyclohexane, at this concentration, do not stabilize either structure I1 or structure H. 

Significance for the hydrate prevention strategy. Figure 2 and 3 clearly states that cyclopemane at 
concentrations of 9.4 and 4.6 mole % significantly increases the hydrate equilibriy.teplperature. 1.0 
mole YO cyclopentane has, on the other hand, no significant impact on the hydrate equhbnum. 
For the two systems tested, Cl/D60 and synthetx gadD60, our hydrate prediction program PVTsim 
predias structure I and U, respectively. Cyclopentane is not included as a hydrate former in this 
program and the only predicted effkct of addmg cyclopentane to the test systems are a dilution of the 
hydrate formers and thus a slight reduction of the hydrate formation temperatures. At bigher 
Concentrations of cyclopentam will this clearly lead to a significant miscalculation of the hydrate 
equilibrium conditions. 
Neither the concentdon at which cyclopentane is able to switch from structure I to structure U, nor 
the concenmtion at which cyclopcatane is able to significantly change the equilibrium temperature of 
structure U hydrate, are known. It seems, however, that 0.9 - 1.1 mole % is below the critical 
concentration where cyclopentane afF& the hydrate equilibrium. 
A SUNPJ of the content of cyclopentane in a selection of North Sea oil is given in table 4. As 
seen from this table the c o n m t d o n  seems, in general, to be below the critical CoIlcentratiOn for having 
any significant impact on the hydrate equilibrium conditions. 

CONCLUSIQNS 
1 'Ihe hydrate formation characteristics of two synthetic hydrocarbon system containing three heavy 

hydrate formers have been investigated. 
2 9.2 mole % isoptane do not promote formation of structure U or structure H in a 

system. The hydrate equilibrium conditions are not significantly influenced. 
3 9.4 and 4.6 mole % cyclopentane promotes formation of hydrate structure I1 in both the 

methanelD60 system and the synthetic gadD60 system. The hydrate equilibrium conditions were 
shifted to higher temperatures. 

4 1.0 mole % cyclopentane do not change the hydrate structure from I to I1 in the m m e / D 6 0  
s y S m  and do not significantly increase hydrate the stability of structure 11 in the synthetic 
gas/D60 system. 

5 8.0 mole %cyclohexane in a methane'D60 system do not promote formation of hydrate structure I1 
or structure H and do not deet the hydrate equilibrium conditions. 

6 In 13 different North Sea oil surveyed, are the concentrations of cyclopentane too low to Sect  the 
hydrate stability. We believe that the hydrate equilibrium conditions. for t h m  oils, can be 
predicted with reasonable accuracy. 
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Carbon no. 

Naphtenes (wt.%) 

Mw 126.2 140.8 155.4 169.8 183.7 
Density (kg/m3) 768 778 788 797 805 

Table The synthetic gas/D60 system. Composition and hydrate equilibrium data. 
Svstem s.0 s.1 s.2 
C1 (mole%) 41.16 38.02 39.9 
C2 (mole%) 9.05 8.36 8.78 
C3 (mole%) 4.75 4.39 4.80 
Cy-C5 (mole %) 10.97 1.07 
D60 (mole%) 45.03 38.26 45.66 
GOR (Sm3/Sm3 144 139 132 
Psat (Bara) 131 Q23.1 "C 125 6323.9 "C 141Q29"C 
Hydrate equilibrium (T): 
Q 100 Bara 19.7 25.3 19.9 
Q 200 Bara 22.0 27.4 22.2 

Table 3. The methanern60 system. Composition and hydrate equilibrium data. 

C1 (mole%) 60.87 57.69 57.67 
System c.0 c.1 c.3 

Table 3. The methanern60 system. Composition and hydrate equilibrium data. 

9 57.67 
System c.0 c.1 c.3 

i-C5 (mole %) 
Cy-C5 (mole %) 

39.13 

Psat (Bara) 
Hydrate equilibrium ("C): 

, Q 100 Bara 13.7 12.9 25.7 
Q 200 Bara 29.4 
Q 300 Bara 29.8 

i 
531 



Table 3 cont The methanem60 system Composition and hydrate equdibnum data 
System c 4  c 5  C 6  
C1 (mole%) 59 02 59 75 56 47 
C2 (mole%) 
Cy-C5 (mole %) 4 61 0 92 

D60 (mole Oh) 36 37 39 33 33 52 

Psat (Bara) 247 @25 4 ‘C 247 @21 7 “C 244 @24 “C 
Hydrate equilibnum (‘C) 
Q 100 Bara 22 4 13 1 13 6 
Q 200 Bara 18 6 
@ 300 Bara 20 9 

Cy-C6 (mole %) 8 01 

GOR (Sm3/Sm3) 180 176 182 

Table 4. Conte 
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)fcyc/opentane in Notth sea oils. 
Oil 1.0. Cyclopentane Cyclopentane 

1 0.04 0.01 
2 0.03 0.0: 
3 0.07 0.05 
4 0.07 0.05 
5 0.12 0.11 
3 0.04 0.04 
7 0.05 0.04 
B 0.06 0.05 
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Figure 1. Experimental and predicted hydrate equilibrium conditions for a methaneAl6O 
system containing isopenfane. 
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Figure 2. Experimental and predicted hydrate equilibrium conditions for a methaneD60 
system containing cyclopentane. 

Figure 3. Experimental and predicted hydiate equilibrium conditions for a synthetic 
gasD60 system containing cyclopentane. 
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Figure 4. Experimental and predicted hydrate equilibrium conditions for a methaneD60 
system containing cyhexane. 
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ELECTRONIC AND VIBRATONAL PROPERTIES OF GAS HYDRATES 

J.S. Tse, Steacie Institute for Molecular Sciences, National Research Council of 
Canada, Ottawa, Ontario, Canada K1J 982, V. Shpakov and V. Belosludov, Institute for 

Inorganic Chemistry, Novosibirski, Russia 630090 and V.I. Murashov, Department of 
Chemistry, Dalhousie University. Halifax, Nova Scotia, Canada B3H 4J3. 

Keywords : lattice vibration, thermal conductivity, clathrate hydrate 

INTRODUCTION 
The most unique physical property of gas hydrate is the anomalous low and 
unexpected glassy-like thermal conductivity [ I  ,2]. This interesting behaviour has both 
significant practical and scientific consequences. Thermal conductivity is a vital 
parameter required for the computer modelling of the recovery of natural gas from the 
hydrate [3]. A knowledge on the variation of the thermal conductivity with pressure and 
temperature is a prerequisite to the exploitation of this important natural resource. 
Despite the well defined crystalline structures for gas hydrates [4,5], their thermal 
conductivities are characteristic of amorphous materials. The understanding of the 
causes responsible for this unusual phenomenon will sled light on the mechanism of 
thermal transport in the disorder system. In solid, the thermal energy is transported and 
dissipated by the acoustic lattice vibrations. These vibrations are normally too low in 
energy to be effectively studied by infrared and Raman spectroscopy. However, they 
can be conveniently probed by neutron incohorent inelastic spectroscopy. In the 
following, the results from such measurements will be presented and discussed with the 
aid of computer simulation of the guest and lattice vibrations with lattice dynamics and 
molecular dynamics methods. 

EXPERIMENTAL AND THEORETICAL DETAILS 
Methane hydrate in deuteriated water was prepared by condensation of the gas into a 
pressure vessel equipped with rolling rods at very low temperature. The vessel was 
then allowed to warm slowly to -30' C and annealed at this temperature with gentle 
rotation for 24 hours. The hydrate sample was carefully removed and stored under 
liquid nitrogen. The neutron incoherent inelastic experiments were performed at the C3 
triple axis spectrometer at Chalk River Nuclear Laboratory [6]. Lattice dynamics [7] 
and molecular dynamics calculations [8] were performed on a single unit cell of 8 
methane and 46 water molecules using the SPC [9] and TIP4P [IO] water 
intermolecular potential, respectively. 

RESULTS AND DISCUSSION 
The experimental vibrational frequencies for 
the motions of the methane in the cavities of 
the hydrate can be obtained directly from the 
neutron scattering experiments. ~i 5 K. two 1200 - C H , C L A T H R l l E  1 
peaks were observed at 32, 57 and 72 cm" 
in the experimental spectrum which are in $ ' O o 0  

excellent agreement with the theoretical ? 
predicted values [11,6] at 35, 54 and 78 cm-'. f 
These results reassured the reliability of the f 
interaction potential models employed in the 
calculations. The motions of the enclathrated 
methane in the hydrate cages can be 
examined from the variation of the intensity of 
the J = 0 +I rotational excitation peak with the 
neutron momentum transfer (Q) (fig.1). If the - .  . 
methane is freely rotating the intensity of the 
excitation peak will be proportional to the first 
order Bessel function j,(Qr), where r is the 
C-H distance. A fit to the exoerirnental data 

Fig, , of ,he intensity (I) of the 
rotational peak w,th neutron momentum 
transfer (a) 

i 

gives an effective C-H distance of 1.23 A 
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information on the role of the guest-host coupling 
mechanism. In the case of the real xenon hydrate, 

8 " ' ~ ; , ~ ~  

vibrations. motions are This directly coupling coupled provides with the a plausible lattice $ 'Jr] 
which is close to the correct value of 1.09 A. 
This result indicates that the methane 
molecules rotate almost freely inside the hydrate 
cages and are in complete agreement with a 
previous NMR study [12]. Another important 
observation is the lack of energy dispersion in 

raised (fig.2) . This effect is the consequence of 
the rotational mode as the temperature is 

a strong coupling between the low frequency 
acoustic lattice vibrations with the localized 
methane motions [13]. A clear picture of the 
interactions between the enclathrated methane 
with the host water lattice is now emerged from 
the neutron experiment. Although the methane 
molecule behaves like a free molecules, its 

. I 0  

'06 

I6 

L p J  
.. 0-1 10111.01b1 ,11,*,10* 

mechanism for the transfer of thermal energy 
from the lattice to the methane. The heat 
transport can be dissipated via the thermal 

thermal conductivity of the material 

E e 
t 

0 IO  10 JO 
excitation of the methane thus reducing the T ~ r n p u ~ w ~  1KJ 

Fig. 2 The variation of the position. 
lineshape and intensity of the rotational 
peak with temperature. The interaction between the lattice acoustic 

vibrations with the localized motions of the 

. -  
frequencies that couple the lattice and the guest 

vibrations occur at 23,34 and 52 cm-' . These 
frequencies are the same as the localized vibrations 

Fig The cross velocity correlation 
funclion for xenon and "light xenon" 
hvdrate. 

calculated for xenon [I41 and fall within the acoustic 
region of the lattice vibrations [15]. Since the 
vibrational frequency of the rattling motion of the 
guest is inversely proportional to the square root of 
the reduced-mass (141, a " light xenon" should 
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moves the guest vibrations out of the lattice acoustic region. This fact is shown in the 
calculations on the hypothetical hydrate. The correlation time between the *'light 
xenon" and the lattice is extremely short and less than 1 psec. The corresponding 
"coupled" vibrations are located from 250 to 600 cm.'. which are outside the 
translational region of the lattice vibrations. To summarized, it is shown from the 
present molecular dynamics calculations, the coupling between the guest and water 
lattice vibrations only occurs at the low frequency region. In practice, the hydrocarbons 
enclathrated in the hydrate structure all possess low frequency librational and rattling 
motions thus permitting the exchange of thermal energy with the host lattice. 

I 

500.0 1000.0 -50.0 
0.0 

lrequenq (crn^-l) 

Fig. 4 The fourier transform of the cross velocity correlation function for 
xenon and "light xenon" hydrate. 

t Strong interactions between the guest and 
water lattice are also expected from a factor 
group analysis of the symmetry of the 
translational vibrational modes [13]. It can 
be easily shown that at the Brilluoin zone 
center, both the guest and lattice translational 
vibrations .possess the T,, representation. 
However, the lattice acoustic lattice vibrations 
are strongly dispersive but the guest vibrations 
are largely localized and non-dispersive. A 
symmetry avoided crossing between the two 
vibrational branches must then occur along 
certain phonon wavevector between the zone 

of two vibrational modes of the same symmetry 
can be a mechanism for energy transfer. A 
schematic representation of this interaction is 
shown in fig.5. A lattice dynamics calculations 
on xenon hydrate indeed shows a considerable 
mixing Of the positional displacements Of the 
xenon and the water in the eigenvectors 
associated with the acoustic vibrations after the 
intersection of the phonon branches. 

center and the zone boundary. The resonance 

2nla 0 
q -vector ---+ 

Fig, 5 Schematic diagram for the 
symmetry avoided crossing of the 
acoustic branch with the guest 
localized vibrations. 

Realizing the basic mechanism for the coupling between the guest and host lattice, 
a simple model based on a modified Einstein model can be used to predict the thermal 
conductivity of gas hydrate [16,17]. One important feature of this thermal conductivity 
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model is that only the molecular properties are needed as input parameters for the 
calculation of the thermal conductivity In this model, the localized vibrations are 
assumed to be heavily damped with lifetimes of half a period of the oscillation and the 
distribution of the localized modes in a solid can be approximate by the Debye model. 
Using the equivalent of the gas kinetic equation, an expression for the minimum thermal 
conductivity Amin can be derived. 

0 

i 

At high temperature when T >> OD , the transport integral approaches unity and the 
limiting thermal conductivity Am is given by 

1 2  

A co = i( 2 6  E)5kBn3(2vt + v,) 

Where k, is the Boltzman constant, n is the number density and v, and v, are the 
longitudinal and transverse sound velocity of the hydrate. Therefore, once the 
experimental density and acoustic sound velocities are known, the thermal conductivity 
at any temperature can be estimated. Previous calculations show that the calculated 
thermal conductivities for several gas hydrates employing these are in good accord with 
experiment [17]. 

The electrostatic field created by the water froming the cavities in a hydrate has 
important effects on the vibrations of the guest molecules. In view of the potential use 
of vibrational - infrared and Raman spectroscopies as an alternative means of the 
determination of the hydration number, it is imperative to understand these electrostatic 
effects. An electrostatic potential map (MEP) for the hydrate cavity can be computed 
from quantum mechanical method. We have computed the MEP for the small and large 
cage of a structure I hydrate. The MEP can be used to derive appropriate point charge 

1 
i 

model for the water molecules for the future simulation of the interactions between the 
guest and the cavities. Details of the computational results will be published elsewhere. 
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DIRECT FREE ENERGY CALCULATIONS FOR GAS HYDRATES. 
R.E. Westacott and P.M. Rodger 
Chemistry Department, University of Reading, Whiteknights, Reading, Berks., RG6 2AD. 
UK. 

Abstract. 
In this work we present an efficient method for calculation of free energies for molecular 
crystals. This method is a generalization of the local harmonic approximation and allows full 
wmiinate free energy minimization at finite temperatures and pressures. In terms of gas 
hydrates, this method provides a first principles route to the chemical potential of water in 
the hydrate lattice. This quantity has been calculated for different levels of cavity occupancy 
for the type I hydrate of methane. The values obtained indicate that the number of occupied 
cavities has a significant effect on the chemical potential of water. Further, we have used this 
method to calculate the total free energy of methane hydrate and ice. Using the integrated 
form of the equation of state for a Lennard-Jones fluid we have also calculated the free 
energy of the free guest species. With these three values the methandicdmethane hydrate 
three-phase co-existence line can be obtained. 

1. Introduction 
The ability to calculate free energy in an efficient manner is of paramount importance in the 
structural and thermodynamic study of gas hydrate systems. In principle, it is possible to 
fully characterize the structural and thermodynamic properties of the system from a 
knowledge of the free energy. In most cases, this involves calculating the structural or 
thermodynamic property as a function of temperature and pressure. If this is the case, the 
free energy must be calculated at many different state points. Thus the eficiency of the free 
energy calculation becomes the limiting factor and determines the scale of the calculations 
which can be undertaken. 

The development of theories for free energy calculations on atomic solids based on 
local atomic vibrational behaviour has been an important contribution in this area'. In the 
Local Harmonic Model (LHM) the atoms are modelled as Einstein oscillators which vibrate 
in the field created by the other atoms, but there is no interatomic vibrational coupling. The 
LHM is computationally inexpensive and has been shown to give a good description of the 
thermodynamic properties of atomic solids'. It should be mentioned that analogous theories 
exist, notably the second moment model of Sutton2, which is equivalent to the LHM only the 
nature of the approximation to the density of states differs. In this work we have further 
developed the LHM for complex molecular crystals and applied the theory to gas hydrates. 

At present most attempts to explain the stability and properties of gas hydrates are 
based on the van der Waals and Platteeuw cell theory. According to this model the water 
molecules form a wee-defined crystal lattice containing cavities into which the guest 
molecules may be absorbed. The theory also assumes that the free energy of the water lattice 
is independent of which molecules, if any, occupy the cavities. Thus the contribution of the 
water lattice to the total free energy of the system must be the same when all the cavities are 
empty as when all the cavities are occupied. Recent computer simulations by Rodger' 
indicate some fundamental difficulties with the van der Waals and Platteeuw theory. His 
results indicate that the empty lattice is unstable rather than metastable. If this is the w e ,  the 
guests must serve to dampen out the critical lattice vibrations that lead to the rearrangement 
of the host lattice. Tanaka" has considered distortion of hydrate cages around xenon and 
carbon tetrafluoride guests. The work showed that the smaller xenon atoms did not distort 
the hydrate cages, while the carbon tetrafluoride caused significant distortion of the small 
cages. This deformation gave rise to a change in the water chemical potential and casts 
further doubt on the validity of the primary assumption of the cell theory. 

In this paper we present the extension to the LHM for molecular crystals and its 
application to gas hydrates. The method provides a simple, computationally cheap tool for 
the investigation of the lattice relaxation in gas hydrates and their structural and 
thennodynamic properties. We present optimum cell lengths over a range of temperatures 
and pressures for methane hydrate obtained using a single co-ordinate free energy 
minimisation and a range of other properties. Also we present values of the free energy 
difference between ice and the P-hydrate, and between the P-hydrate and the water lattice of 
hydrates of various occupancies. We demonstrate how the three phase line (ice-hydrate- 
vapour) can be calculated using this method. Finally, we show the necessity for a full co- 
ordinate (i.e. all atomic co-ordinates) free energy minimisation rather than the single co- 
ordinate (i.e. unit cell length) calculation using the dissociation pressure calculated using 
each method compared to the experimental value. 
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Method. 
The essence of the LHh4 is the ease of calculation of the vibrational partition function, qvlb 

1 

1 - e- k d  
q,,b = 7 (1) 

which is simple to calculate from the vibrational frequency, u 
a2u I 

u 2  = ~ -  
ar2 4nmz (2) 

The Helmholtz free energy can then be calculated from 

In the classical limit, where k,7is much greater than hu, equation ( I )  simplifies to 
k,7' 

A = -k,7'lnq,, (3 ) 

q t i h  = (4) 

For a perfect crystal with a unit cell of N atoms. the quasi-harmonic approximation gives the 
Helmholtz free energy as 

where U is the potential energy and the vibrational frequency of atom i, u,, is obtained from 
the dvnamical matrix with elements 

as the square root of the eigenvalues of the matrix MID, where M is the mass matrix. In the 
LHM, I),, is set to zero unless i and j refer to co-ordinates of the same atom. Thus D is 
reduced from a 3Nx3N matrix to N 3x3 matrices and the diagonalisation becomes 
substantially easier. Equation ( 5 )  is, therefore, a 3-dimensional, many-atom representation of 
equation (3). 

However, for a molecular system, this neglect of interatomic coupling is only valid 
for atoms in different molecules. Within the same molecule the vibrations of the atoms are 
strongly coupled through the presence of covalent bonds. So, in the Molecular Local 
Harmonic Model (MLHM), the dynamical matrix can still be reduced to block diagonal 
form, except in this case each block represents a set of molecular co-ordinates rather than a 
set of atomic co-ordinates. Thus D is reduced to A4 9x9 matrices. The expression for the 
Helmholtz free energy in the MLHM is 

(6) 

where N, is the number of atoms in molecule i. m is the number of molecules and (o,,)' are 
the eigenvalues of the molecular matrices M,"D,. 

We have used the SPC model' for water and a single Lennard-Jones site for the 
methane. Using a grid search method we have performed a single co-ordinate minimisation 
by calculating the free energy over a range of unit cell lengths. This is a simple application 
of the MLHM and provides optimum cell lengths and gradient properties such as thermal 
expansivity, isobaric compressibility and heat capacities. We have also performed full 
atomic co-ordinate free energy minimisation using a conjugate gradient-type approach, where 
the atoms are moved according to the free energy force. For the calculation'of hydrate 
dissociation pressures we have used an equation of state for a Lennard-Jones fluid6 to 
describe the properties of the fluid guest. 

111. Resuits. 
In figure I(a) we show the effect of temperature on the unit cell length of methane hydrate at 
1 atmosphere. It is noticeable that the effect is linear and that the cell length values obtained 
are comparable with those of experiments'. In figure I(b), we show the effect of pressure on 
the unit cell length of methane hydrate at 260 K. Again, the effect is linear and the cell 
length values are similar to experimental values'. The thermal expansivity calculated using 
the values shown in figure I(a) is 1.78x10-' K-'. This compares favourably with 0 . 7 7 ~ 1 0 ~  K- 
' obtained experimentally by Tse ef al.'. The compressibility calculated from figure I(b) is 
3 . 3 ~ 1 0 "  Pa.', which compares well with the estimate of 14x10" Pa'' given by Sloan'". The 
heat capacities calculated from our work are of the order of 50 to 55 J moll K ' ,  which is are 
a factor of 4 to 5 smaller than the experimental values of Handa". 
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Initial observations of these results suggest that there is some effect of the guest 
molecules on the host lattice. The difference in Gibbs free energy between the P-hydrate and 
the water lattice of the occupied hydrates is approximately I .  I kJ/mol. These differences are 
very similar to empirical estimates obtained by the cell theory for the free energy difference 
between the hydrate water lattice and ice (1.2-1.3 kJ/mol at 273 KI2). There are also 
differences between the Gibbs free energies of the water lattices of the occupied systems. 
This difference is approximately 0.1 kJ/mol. On closer inspection, inclusion of guest 
molecules appears to stabilise the water lattice. However, it seems that enhanced stability 
and guest inclusion have a complex relationship. The fully occupied methane hydrate may 
have the lowest total Gibbs free energy, but it does not have the most stable water lattice. 
Occupation of the two 5’’ cavities has the greatest stabilising effect on the water lattice. 

There seems to be some degree of variation of the effect of guest molecules on the 
host water lattice with temperature and pressure. The biggest differences, around 1 . 1  kJ/mol, 
are experienced at the higher temperatures and lower pressures that we have studied. These 
are precisely the conditions of interest in industrial applications. Given that the magnitude of 
these changes in the free energy of the water lattice, AG,,,.is comparable with A h p ,  it must 
be expected that the accuracy of the cell theory predictions will vary with composition. At 
low temperatures and higher pressures the difference is considerably smaller, about 0.2 
kJ/mol. 

From the full atomic co-ordinate free energy minimisation we observe similar trends, 
such that the fully occupied hydrate i s  always the most stable hydrate, but the hydrates of 
intermediate occupancy have the more stable water lattice than either the P-hydrate or the 
fully occupied hydrate. The magnitude of A(&, seems to be temperature dependent, so that at 
higher temperatures the difference is larger. This is a reflection of the fact that the free 
energy minimisation is entropy driven. Our calculations show that AG,, can be as high as 2.3 
kJ/mol at higher temperatures. Such differences in the thermodynamic properties are 
currently ignored in the cell theory, which assumes that the properties of the water lattice of 
occupied hydrates are the same as the P-hydrate. Thus Apa~” in the cell theory ignores any 
occupancy-dependent properties. Holder and Hand“, for example, used an optimum value 
for Apa-” of I .  I 1  5 kJ/mol. It is clear that occupancy-dependent changes in Ala-’! of about 2.3 
kJ/mol will be very significant and inclusion of such guest perturbation of the host lattice will 
be necessary to correct errors experienced when using the cell theory to determine hydrate 
dissociation pressures. 

The MLHM, when coupled with an appropriate equation of state to describe the 
thermodynamics of the bulk guest phase, can be used to calculate hydrate dissociation 
pressures by calculating points on the ice/gas/hydrate phase line. We have used results from 
the unit cell optimisation and the full co-ordinate minimisation in order that we may 
determine whether the full co-ordinate minimisation is necessary to correctly describe gas 
hydrate properties, or whether the single co-ordinate minimisation is sufficient. In figure 2, 
we illustrate the dissociation pressure calculated using the unit cell optimisation. The point 
where the two lines cross indicates the dissociation pressure and in this case, methane hydrate 
at 270 K, it is approximately 40 MPa. In figure 3, we illustrate the case for full co-ordinate 
minimisation. Here we calculate the dissociation pressure to be 2.5 M a .  This is in excellent 
agreement with the experimental value* of2.32 MPa. The quality of this agreement must be 
contemplated given the errors within the SPC m ~ d e l ’ ~ ,  although SPC water has been shown 
to yield the correct melting temperatures for methane hydrateJ5. 

IV. Conclusions. 
In this paper we have shown the development of a simple model for free energy minimisation 
of complex molecular crystals. We have applied this model to gas hydrates and shown that 
calculation of thermodynamic properties using this method yields values in good comparison 
to experiment. We have demonstrated the importance of lattice relaxation in the calculation 
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of some of these properties and illustrated this using the calculation of dissociation pressure 
as an example. 
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SYNTHESIS  OF POLYCRYSTAL1,INE METHANE HYDRATE, AND ITS PHASE 
STABILITY AND MECHANICAL PROPERTIES A T  ELEVATED PRESSURE 

Laura A. Stem, Stephen H. Kirby (both at: USGS. Menlo Park, CA 94025) 
and William B.  Durham (UCLLNL, Livermore, California, 94550) 
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Abstract 
Test specimens of methane hydrate were grown under static conditions by combining cold, 

pressunzed CHq gas with H2O ice grains, then warming the system to promote the reaction CH4 
(g) + 6H2O (s+) + CHq.6HzO. Hydrate formation evidently occurs at the nascent ieeiliquid 
water interface, and complete reaction was achieved by warming the system above 27 I .5 K and up 
to 289 K, at 25-30 MPa, for approximately 8 hours. The resulting material is pure methane hydrate 
with controlled grain size and random texture. Fabrication conditions placed the H20 ice well above 
its melting temperature before reaction completed, yet samples and run records showed no evidence 
for bulk melting of the ice grains. Control experiments ucing Ne, a non-hydrate-forming gas, 
verified that under otherwise identical conditions, the pressure reduction and latent heat associated 
with ice melting is easily detectable i n  our fabncation apparatus. These results suggest that under 
hydrate-forming conditions. H2O ice can persist metastably at temperatures well above its melting 
point. 

Methane hydrate samples were then tested in constant-stmn-rate deformation experiments at 
T= 140-200 K. Pc= 50-100 MPa, and& 10-'-10-6s-l. Meawremenls in  both the bnttle and 
ductile fields showed that methane hydrate has measurably different strength than H2O ice, and 
work hardens to a higher degree compared to other ices as well as to most metals and ceramics at 
high homologous temperatures. This work hardening may be related lo a changing stoichiometry 
under pressure during platic deformation: x-ray analyses showed that methane hydrate undergoes a 
process of solid-state disproportionation or exsolution dunng deformauon at conditions well within 
its conventional stability field 

INTRODUCTION 

that are hydrogen-bonded in a manner similar to ice and interstitially encaging CHq gas molecules 
(I). Distributed globally in shallow marine and permafrost environments, methane hydrate harbors 
a significant yet virtually untapped hydrocarbon source (2.3,4). Despite scientific interest in this 
compound and potential commercial importance. many of the physical and material propenies of 
methane hydrate are as yet poorly constrained or unmeasured, and a full understanding of these 
properties will eventually be needed to turn potential energy projrcrions into practical plans for its 
recovery. We have now established optimal growth parameters for efficient synthesis of methane 
hydrate suitable for such testing. and have measured Ihcse samples in  deformation experiments to 
determine fracture and flow charactenstics. The results revealed some anomalous behavior in the 
formation, plastic flow behavior, and stability of methane hydrate at elevated pressure (5).  

SAMPLE SYNTHESIS 
Our objective was to synthesize large-volume, cohesive, low-porosity, polycrystalline hydrate 

aggregates with controlled, fine grain size and random crystallographic grain onentatton. Our 
technique differs from previous studies (6). most of which involve continuous agitation of reaction 
mixtures. resulting in strongly textured matenal unsuitable for materials testing. We produced 
samples of virtually pure methane hydrate by the general reaction CHq (g) +6H2O (SA) + 
CH4.6H2O (s), by [he mixing and subsequent slow, regulated heating of sieved granular ice and 
cold, pressurized CHq gas in  an approximately constant-volume reaction vessel (Figs. I ,  2, & 3A). 

Sample fabrication details are as follows: CHq gas from a source bottle is initially boosted i n  
pressure ( P )  by a gas intensifier and routed into sample molding vessels housed in a deep freezer. 
The sample assembly (Fig. 2) consists of two steel vessels immersed in  an ethyl alcohol bath 
initially held at freezer temperature (7) of 250 K. One vessel serves as a reservoir to store and chill 
pressurized CHq gas, and !he other houses the sample mold. The mold consists of a hollow split- 
cylinder that encases an indium sleeve filled with 26 g of H20 ice "seed" grains, packed to 40% 
porosity. Seed matenal is made from a virtually gas-free, single-crystal block of triply distilled H20 
ice, ground and sieved to 180-250 pm grain size. Initially, the sample chamber with seed ice is 
closed off from the reservoir and is evacuated. A loosely fitting top disk inserted on top of the 
packed seed ice grains (Fig. 2) prevents displacement of the packed ice grains during evacuation. 

The reservir is then opened to the pre-evacuated sample chamber, and C b  pressure drops to 
roughly 22 MPa. These steps serve to fill the porosity between the ice grams at a molar ratio of CHq 
to H2O in the sample vessel well in  excess of that required for full hydnte formation (7, 8). The 
bath T is then slowly raised by means of the hot plate situated beneath the alcohol bath (Fig. 2). As 
the sample and reservoir warm, they self-pressunze. Pressure increases steadily with increasing T 
until reaction initiates, at which point consumption of C b  gas by hydrate formation slows the rate 
of P increase. Data-acquisition software (LabVIEW, National Instruments) was used to monitor and 
record P and T conditions throughout each run, and the extent of reaction was determined by the 
measured PCH4 offset from the reversible CH4 expansion curve. 

250 K. The sample chamber is then quenched i n  liquid nitrogen. isolated from the reservoir, 
vented, disconnected from the apparatus. and opened. The inner, hollow split-cylinder contajning 
the sample is pushed from the mold and pried off the jacketed sample. Samples are then stored in 
liquid nitrogen until mechanical testing. 

Methane hydrate is a nonstoichiometnc compound consisting of a network of H20 molecules 

The reservoir vessel is first charged with pressurized CHq gas to 34 MPa, and cools to 250 K. 

Following full  reaction, the heat source is turned off and the system slowly cools back down to 
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I THE HYDRATE-FORMING REACTION & POSSIBLE SUPERHEATED ICE 
Representative pressure-temperature (P-T) and temperature-time (T-t) histories during a 

reaction run are shown in Figure 4. Up to at least 271.5 K, CHq pressure increases approximately 
linearly with T with a slope largely governed by the equilibrium thermal expansion of free CHd, in 
the reservoir and sample reaction vessel. Progress of the hydrate-forming reaction was monitored 
by observing the deflection of P from this linear P-T curve, a deflection that accompanies the 
volume reduction associated with reaction. Completion of the reaction is marked by a P offset (AF'J 
of 1.8+ 0.1 MPa at a peak T of - 289 K, a state that is reached over a heating time interval of about 
8 hours after the vessel crosses the 271.5 K isotherm (Fig. 4). After cooling to 77 K while venting 
unreacted CHq, the resulting samples were shown by x-ray diffraction measurements to be virtually 
pure methane hydrate, with minor amounts of ice (0-3%) being the only additional phase (Fig. 3). 
That practically all the H20 reacted to form hydrate was also consistent with both the calculated 
molar volume reduction of the reaction (9). and with the lack of a P-T anomaly associated with 
freezing of unreacted liquid water (Fig. 4A, cooling curve). Measurements of the mass uptake of 
C& in fully reacted samples also were consistent with essentially complete reaction of the original 
H20 to form hydrate of composition near CH4.6.1H20 (M.IHzO), which is the expected 
equilibrium stoichiometry for this compound at approximately 25-30 MPa methane pressure (9, 
IO). The resulting samples are translucent, white, cohesive aggregates of uniformly fine, equant 
grains with 250 ? 50 Fm grain size. The samples contain 28-30% porosity after full reaction (9). 
This porosity is eliminated by externally pressurizing sealed samples while venting the pore space 
gas, which we discuss later. 

The detailed P-T-t curves (Fig. 4) and analyses of recovered samples revealed unexpected 
aspects of the reaction process. Figure 4 shows that deviation of the P-T record from the CHq self- 
pressurization curve first occurs just above the expected melting T of H20 ice, 27 1.5 K at 28 MPa. 
As time proceeds, the rate of P increase slows as the hydrate-forming reaction consumes C& gas 
(9). X-ray diffraction patterns of samples from runs with maximum temperatures below the ice 
melting curve showed no evidence of hydrate, and no deflections were observed in the P records to 
indicate any significant C& mass uptake. Lack of appreciable reaction of C& with ice below the 
H20 liquidus was expected, in light of earlier investigations (6, 8). 

After approximately 45% Or, the reaction rate decreases markedly. Full reaction was found to 
be most readily achieved by continuing to warm the system to conditions approaching the hydrate 
dissociation curve and well above the metastable extension of the H2O melting curve (Figs. 1 & 4). 
To determine the rate of conversion of ice to hydrate at these conditions of T and P as a function of 
time, a series of partial-reaction experiments were quenched at various points along the full reaction 
curve, and subsequently weighed and x-rayed to determine hydrate content (Fig. 4, runs A - E). 
These partial-reaction tests indicate that during the early stages of reaction up to values of roughly 
0.5 APr, the slow rate of seed ice melting still "outpaces" hydrate formation, as there is less hydrate 
in the samples than would be predicted by Or [see (5) for further discussion]. After this period, 
the rate of hydrate formation essentially keeps pace with incipient melting for the remainder of the 8 
hours needed for full reaction at these conditions. 

Figure 4 shows that there are no P-T discontinuities in the fabrication records to indicate bulk 
melting of the seed ice in the sample molds, even though full reaction to form hydrate at these 
conditions requires about 8 hours at temperatures well above the H2O melting curve. The positive 
slope of the P-T curve within a few degrees above 271.5 K shows that there is not immediate and 
full melting of the ice as it is warmed above its liquidus, and there is a period of several tens of 
minutes after crossing the liquidus before there is any substantial indication of either ice melting or 
hydrate forming. These observations point to the conclusion that a large fraction of the seed ice 
exists in  a superheated state for the many hours needed for full hydrate conversion. 

\\ 

i 

I! 

\\ 

i 

i 
i ! 
1 
I 
i 

I 

, 

G 

This conclusion was verified by control experiments using neon (Ne, a non-hydrate-forming 
gas) in place of C& gas, under the same environmental conditions and in the same apparatus as the 
methane hydrate samples (Fig. 5) .  We have previously described these results (5) and briefly 
outline them here. The Ne experiments confirmed that rapid, wholesale melting of the H20 ice 
during the heating phase and refreezing of ice during the cooling phase of the tests (Fig. 5A) occurs 
in our apparatus when ice is not in the presence of a hydrate-forming gas, and that the associated P- 
T anomalies are easily detected. The T measured by the Ne sample thermocouple lags the rising T 
in the surrounding alcohol bath during the time interval over which the pressure drops (Fig. 5B), a 
phenomenon that we attribute to the absorption of heat by the expected endothermic melting of ice. 
In comparison, the T records of C& runs displayed no such thermal anomalies, indicating that 
rapid, wholesale melting did not occur (Fig. 5B) (12). A prominent refreezing P-T anomaly 
occurred during the cooling phase of the Ne runs, and no P offset was detected after returning to the 
starting temperature (Fig. 5A). Visual inspection and x-ray identification of the final, quenched 
samples from the Ne experiments showed that they consist of clear cylinders of H2O ice in the 
bottom of the mold, and that the loosely fitting top disk had sunk to the bottom, indicating full 
melting. In contrast, fully reacted methane hydrate samples have uniformly fine-grained granular 
textures and no displacement of the top disk. The Ne control experiments thus demonstrate that all 
the indicators of ice melting expected in our apparatus are actually observed when a non-hydrate- 
forming gas is used in the place of methane. The lack of such indicators in the methane experiments 
implies that such melting does not occur when hydrate is forming at our fabrication conditions. 

The apparent suppression of macroscopic ice melting during methane hydrate synthesis raises 
several important questions; namely, why is full reaction achieved only after many hours at 
temperatures well above the the H20 ice melting point, and why is there no evidence for wholesale 
melting of unreacted seed ice during this time? Probably of greatest influence is the availability of 
fresh ice surfaces to nucleate hydrate formation. For hydrate formation from either water or ice, the 
formation rate greatly diminishes once a surface layer of hydrate has formed, and vigorous shaking 
or stirring to crack the hydrate encasement and re iew C& access to icdwater surfaces is needed in 
order to continue the formation process at appreciable rates (13). Hwang and colleagues (a), 
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however, grew methane hydrate on disks of melting ice to measure hydrate growth rates at constant 
temperatures under static conditions. They observed two stages of methane hydrate formation, an 
initial "nucleation" period during which the formation rate increased with time, followed by a 
"growth" period, during which the formation rate decayed with time until no more ice remained on 
the disks. Hydrate growth rates were shown not only to be determined by the rate of the supply of 
the hydrate-forming species to the growth surface, but also by the rate of removal of the exothermic 
heat of formation from the forming surface (14). They concluded that the onset of melting ice along 
exposed surfaces not only promoted hydrate formation by providing a "template" for the formation 
of hydrates, but moreover, provided a heat sink for absorbing the heat of formation during hydrate 
growth. Once a rind of hydrate has encased an ice grain, the most likely process of continued 
hydrate formation involves solid-state diffusion of methane gas through the hydrate shell to the ice 
core (8, 15). 

Our observations are in accord with the interpretations of Hwang et al. (8), and additionally we 
conclude from our sample textures and run records that this surface layer of hydrate encasing each 
seed ice grain not only rate limits reaction in the grain interior, but also serves to shield the ice grain 
from nucleating melt by removing the existence of a free external ice surface. A similar 
superheating effect has been measured in gold-plated silver single crystals, and results suggest that 
either a free external surface or internal defects or dislocations are critical for melting to take place at 
the normal "thermodynamic" melting point (16). In our experiments, methane hydrate may be 
producing a similar effect by shielding the ice cores from nucleating melt and from establishing a 
liquid-solid H20 interface, by rapid reaction of incipient melt nuclei with CHq gas to form hydrate. 
We note that our method of seed ice preparation produces grains with few internal grain boundaries, 
and additionally, the ice grains are likely to anneal at the warm temperatures during fabrication, thus 
removing many of the internal defects for melt to nucleate on. 

SOLID-STATE DEFORMATION TESTING & RESULTS 

constant-strain-rate tests in compression, at conditions ranging from T= 140 to 200 K, confining 
pressure (Pc )  = 50 to 100 MPa, and strain rates (8) = 3.5 x 

The testing apparatus is a 0.6 GPa gas deformation apparatus outfitted for cryogenic use, in 
which N2 or He gas provides the P, medium (17, 18) (Fig. 6). The thin, soft, indium jackets in 
which the samples were grown serve to encapsulate them during testing to exclude the P, medium. 
Sample interiors were vented to room conditions by means of small-diameter tubing to allow initial 
compaction to eliminate porosity. The pressurized column within the apparatus consists of an 
internal force gauge, the jacketed sample, and a moving piston that compresses the sample axially 
against the internal force gauge at a fixed selected displacement rate (u).  Elastic distortion of the 
force gauge is measured outside the vessel and changes only with P, and with the differential load 
that the piston exerts on the sample. In these experiments, differential force (F) and piston 
displacement (u) are recorded, corrected for changes from initial cross-sectional area and length 
(Ao, Lo) to instantaneous values (A, L), and converted to differential stress (a), axial shortening 
strain ( E )  and strain rate ( E )  by the relationships: E = u/Lo;  E = U/L; A.L = AvL,; cr= F/A. The 
force-time record (which we convert to stress-strain, as in Fig. 7B) usually reveals a transient 
response followed by a strength that ceases evolving with time, when various processes of work 
hardening and recovery have reached a steady-state condition. 

Samples were subjected to a hydrostatic pressurization and compaction sequence at 170 K, 
prior to deformation. During this procedure, P, was slowly "stepped" up to 100 MPa in increments 
of about 20 MPa. Following each P step, the piston was advanced to touch and square the bottom 
of the sample, then advanced just sufficiently to lightly compress the sample in order to compact it 
with minimal plastic deformation. Six of the samples were compacted using the internal vent line to 
elimjnate the pore-space gas, and two of the samples were compacted without the venting 
capability. One sample (run 366, Table 1) was examined after compaction in the undeformed state. 
Volumetric measurements showed that virtually all porosity was eliminated, and that a cylindrical 
shape was largely maintained with only minor distortion of the sample. X-ray analysis showed 
evidence of a small fraction of H20 ice in the sample (= 7+3%), likely due to a disproportionation 
of hydrate as increasing P effects a stoichiometric change from CHq.6.IH20 to CH4.5.8H20 (10). 

A suite of seven hydrostatically-compacted samples of methane hydrate were then tested by the 
methods described above and at the conditions shown in Table 1. Samples displayed measurably 
different steady-state strengths than H20 ice, and results are summarized in Figure 7A. Moreover, 
the characteristics of transient deformation are markedly different. A typical stress-strain curve for 
methane hydrate is shown in Figure 7B; whereas H20 ice ordinarily exhibits a strength maximum 
before leveling off to steady flow stress, usually within the first 5 - 10% of strain, methane hydrate 
exhibits monotonic work hardening (or strain hardening) that continues over more than 15% strain. 
This hardening effect persists to an extreme degree not only relative to other ices, but to most metals 
and ceramics as well. 

Comparison of pre- and post-deformation x-ray diffraction analyses shows that samples 
underwent further structural changes while deforming within the nominal hydrate stability field. All 
deformed samples showed a significant volume fraction of ice in their final x-ray patterns (25% t 
IO%, Fig. 4B) compared with virtually no ice in their pre-test x-ray patterns (<3%, Fig. 4A), and 
also showed larger fractions of ice than detected in the pressurized-only sample (run 366). It is 
possible, however, that either heterogeneous ice precipitation or deformation-enhanced textural and 
grain size changes in the precipitated ice increased the apparent ice peak intensities. No peaks were 
observed in post-deformation x-ray patterns to indicate growth of any other new phase besides ice 
and structure I hydrate. We note that the two non-vented samples (281 & 282), showed equally 
large fractions of ice in their post-deformation x-ray patterns as the vented samples. After first 
detecting this apparent solid-state disproportionation of the hydrate, a gas collection system was 
attached to the vent line for two of the runs to observe and collect possible CHq gas evolving during 
deformation. The only gas that appeared from the vent, however, was that squeezed from the pores 

The strengths of methane hydrate specimens made by the above techniques were measured in 

to s-' (Table I) .  
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dur ing  initial pressurization before deformation. No gas evolved from t h e  s y s t e m  during any 
portion of deformation testing or subsequent  unloading. While collapse of t h e  hydra te  structure 
could Occur if as-molded material  were strongly nonstoichiometric and conta ined  significant lattice 
vacancies,  this is unlikely as we measured nearly full up take  of C H 4  gas in to  t h e  as-molded 
material. Double occupancy  in latt ice cages also seems unlikely as a possible explana t ion  due t o  
spacial Considerations. We therefore conclude  that a t  t h e  deformation condi t ions  of this s tudy ,  
methane  hydra te  appears t o  undergo a form of stress-enhanced exsolution andor precipitation 
process within its nominal stability field. Precipitating H 2 0  ice may likely b e  causing a dispersion 
hardening process during hydra te  deformation, a process that will  be targeted in further studies.  

SUMMARY 

nature a n d  behavior  of this important compound.  In t h e  course of establishing opt imal  growth  
parameters for synthesizing hydra te  samples suitable for rheological testing, we demonst ra ted  that 
under conditions favorable t o  hydra te  formation, t h e  ra te  of H 2 0  ice melting may b e  suppressed t o  
allow short-lived superheating of ice t o  temperatures well above  i ts  melting point. Deformat ion  tests 
showed tha t  no t  on ly  does methane hydrate have a measurably different rheology than H 2 0  ice, but 
that i t  also undergoes extens ive  work hardening accompanied by a process of solid-state 
disproportionation during deformation a t  conditions well within i ts  equi l ibr ium stability field. Such 
unexpected consequences of m e t h a n e  hydrate formation a n d  deformation may affect the physical, 
mechanical,  a n d  geochemical properties of hydrate-bearing sed iments  in ways not  previously 
appreciated.  In particular,  hydra te  instability under nonhydrostatic stress m a y  affect  envi ronments  
such as t h o s e  underlying continental  shelves or in associated accretionary prisms prone to regional 
tectonic influences, where t h e  presence of hydrates influences the strength,  stabil i ty,  porosity,  pore- 
fluid composition, a n d  migration pa thways  of hydrate-cemented sediments.  
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Table 1. Mechanical test conditions and results. i 
I 

i 
I 

Comments 
Et &a) $a) 

Run# T PC b 
(step) (K) (MPa) 6.') 
281 1 160 50 3.5 x 0.125 --- >85 Strain hardening. 

2 160 50 3.5 x 0.150 --- 60 Strain hardening. 
3 160 50 3.5 x 0.160 100 --- Brittle failure. ~ 2 5 %  H20 iceb. 

282 I 140 50 3.5 x --- 71 --- Failure. multiple events. 
2 140 50 3.5 x 0.160 94 --- Failure, multiple events. -25% iceb. 

366 1 168 100 --- _ _ _  --- _ _ _  Pressurization & compaction onlyc; 
367 1 185 100 3.5 x 0.138 --- 7 I Strain hardening a t  step. 

2 185 100 3.5 x I O 4  0.215 96 90 =30% ice post-deformation. 
368 1 168 100 3.5 x 0.185 --- 102 Strain hardening. 25% iceb. 
369 1 168 100 3.5 x 0.16 --- 100 Identical run as 36gd. 

No evolved CH4 gas. 
370 I zoo loo 3.5 10-5 0.120 --- 62 Strain hardenin at 10-5. 

No evolved gas%. 
2 200 100 3.5 x 0.230 85 80 =30% ice post-deformation. 

a Pc is confining pressure gas medium; Q is total strain: ay is yield strength; oSs is steady-state strength. 
Post-deformation, detcrmined by x-ray diffraction. 
Samples 361, 368, 369. & 370 all underwent identical pressurization and compaction as 366 prior to testing. 
Runs 369 & 370 hnd a gas collection system attached throughout testing to detect evolved CH4 gas. 

Tcrnpcrature. K 
123 173 223 273 323 

IW -- 366.' m h ' * 
90 .' 368 367 370 

70 .~ 

Figure 1: Phase diagram for the 
CHq-HzO system. Shaded region 80 .. 369 
shows field of methane hydrate 
stability. At low pressures or high 282 281 temperatures, methane hydrate 
dissociates to H20 (ice or liquid) 
plus CH4 gas. The metastable 
extension of the H20 melting curve 
is shown by the grey curve. Dashed 
lines trace the sample fabrication 
reaction path (described in text.) 
Solid squares show pressure and 
temperature conditions of 
deformation tests (note change in 
pressure scale on y-axis from linear 
to log scale.) CH4 cp designates 
methane critical point. 

.' 

I" 25 u 

-I50 -125 -lW -75 -50 -25 0 25 50 Figure 2: 
Apparatus for 
fabricating 
cylindrical test 
specimens of 
methane hydrate 
from CH4 gas and 
melting ice. The 
sample assembly is 
housed in a freezer 
at 250 K, and 
consists of two 
steel vessels 
immersed in an 
ethyl alcohol bath. 
One vessel stores a 
reservoir of cold, 
pressurized CH4 
gas at 35 MPa and 
250 K, and the 
second contains 
the sample mold 
with pre-jacketed 
and pre-evacuated 
H20 "seed ice. 
Two-way valves 
allow isolation of 
any component of 
the assembly, and a 
vacuum pump 
connected to the 
sample chamber 
permits evacuation 
of the system. The sample chamber is warmed by a hot plate situated beneath the alcohol bath and 
controlled remotely with a variable autotransformer. Temperature is monitored by thermocouples 
enplaced in the base of the sample mold and in the bath, and pressure is measured by the gauge and 
transducer. as shown. Procedures promoting methane hydrate crystallization are described in the text. 
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Figure 3: 
X-ray powder diffraction 
patterns for methane hydrate as 
grown (A) and after mechanical 
testing (B). Methane hydrate 
deformed under nonhydrostatic 
stress undergoes a partial solid- 
state disproportionation, as 
evidenced by H20 ice peaks 
(dotted lines) found in post- 
deformation x-ray diffraction 
patterns. 

Figure 4 
(A) Temperature-pressure profile 
of sample fabrication conditions 
promoting the hydrate-forming 
reaction: CH4 (g) + H2O (ice) + 
CHp5H20. Warming the ice + gas 
mixture above the H2O solidus 
(dot-dashed line, point A) initiates 
reaction. Increasing temperature 
slowly to 289 K, over an 8 hour 
span, accelerates full reaction. 
Complete reaction in our 
apparatus is marked by a I .8 MPa 
pressure drop (AP,) from start to 
finish. Squares A-E correspond to 
individual samples that were 
quenched at specific intervals 
during hydrate formation to 
determine hydrate content as a 
function of APr and time. 
(B),Temperature-time profile 
dunng hyrate formation. Hydrate 
content (vel.%) of samples A-E 
given on top scale bar, and show 
how the rate of hydralc formation 
decays with time under static 
growth conditions. 

Figure 5: 
(A) Temperature-pressure 
record of neon gas + H20 ice 
experiment demonstrates full 
melting and refreezing of H2O 
ice near its solidus when in the 
presence of non-hydrate- 
forming gas. The Ne + ice run 
shows no net pressure drop 
associated with melting and 
refreezing, so start-finish 
conditions are coincident. 
(B) Detail of temperature-time 
history of Ne (g) + H20 ice in 
the region of ice melting, 
showing the lag of the sample 
temperature compared to the 
bath temperature associated with 
the absorption of heat by the 
endothermic melting of ice. No 
such effect is displayed by the 
themal history of the methane 
hydrate experiment, also shown 
(grey open circles). 
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Figure 6: 
Schematic of triaxial gas 
deformation apparatus set up 
for methane hydrate testing at 
cryogenic temperatures. The 
indium-jacketed sample sits 
within a cylindrical pressure 
vessel in which N2 or He gas 
provides the confining 
medium. A sliding piston 
moves through dynamic seals 
from below to impose 
constant axial shortening. 
Samples are mounted on to a 
"venting" internal force gauge 
permitting sample 
communication with room 
conditions and allowing initial 
hydrostatic pressurization to 
elliminate residual porosity 
prior to deformation. The gas 
collection system (shown at 
top) was attached during 
several tests to monitor 
possible loss of methane gas 
during deformation. 

Figure 7: 
(A) Strength 
measurements of methane 
hydrate show that it has 
measurably different 
strength than H20 ice. 
Ice flow constants are 
from (18). Methane 
hydrate data points with 
arrows indicate faulting 
behavior. 
(B) Stress-strain curves of 
deformed methane 
hydrate (run 368) 
compared to "standard" 
polycrystalline H20 ice. 
While the strengths of the 
two compounds are 
comparable, methane 
hydrate undergoes 
systematic strain 
hardening to an extreme 
degree (over 18% strain) 
while H20 ice typically 
displays an ultimate yield 
strength followed by 
relaxation to steady state 
behavior. 
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Gas hydrate formation and decomposition involving methane in water has been 
studied in a series of temperature-ramping, isobaric, variable-volume experiments. 
Results obtained have provided novel information on (1) gas solubility in the liquid 
phase at temperatures in the vicinity of hydrate formation, (2) derived thermo-physical 
prope?ies such as enthalpy, entropy, etc., and (3) details of the mechanism of hydrate 
formationldecomposition. Also, heats of dissolution/formation may be obtained 
indirectly from these results. An attempt was made to overcome experimental 
difficulties which had been imposed by the appearance of the hydrate solid phase. 
Such detailed solubility information will add substantially to the scarce data currently 
available in the literature. 

\ 

I 

INTRODUCTION L 

, 

c 

Though the existence of hydrates was demonstrated by Davy (1) in the early part of 
the nineteenth century, current interest dates from 1934 when Hammerschmidt (2) 
discovered that hydrates were responsible for plugging natural gas lines. This 
discovery stimulated numerous studies to determine the hydrate structure and its 
formation and decomposition conditions. The authors have recently employed a 
temperature-ramped, isobaric (constant pressure), variable-volume technique that is 
capable of providing continuous details of hydrate formation and decomposition. 
Furthermore, the method enables a straightforward calculation of solubility of the 
hydrate former in the host phase which may be pure water or aqueous solutions. 

Information on the solubility of gases like CH4 in pure water is very. useful for the 
calculation of some derived thermo-physical properties such as the enthalpy of 
solution, the enthalpy of formation, and the entropy change of the solution. Gas 
solubility has been extensively studied (5-12) and found to be extremely low. It has 
been generally reported for temperatures above ambient. However, the same 
information at the low temperatures and high pressures is very scarce. The solubility of 
hydrate formers, such as methane, ethane, carbon dioxide, etc., is not easily 
measurable due to the appearance of the hydrate solid phase, metastable phases, etc. 
The increase of the solubility with decreasing temperature can be explained by the 
formation of an ice-like structure (Le. pentagonal dodecahedra) in the solvent (13-16). 
Another explanation is that displacement of solvation equilibrium occurs with changes 
in temperature ( AHsolv<O ) and that the solute introduces low entropy structures in 
water (15-17). The solvation of gas, R, is considered as a relaxation to the equilibrium 
process described as follows: 

R + nHfl = R(Hfl)n. 

First introduced by Pauling (3) in 1957 and expanded in recent studies (12-18), a 
concept has developed that the hydrate structure has a geometry similar to basic water 
structure and the liquid forms its own "buckyballs". The 'buckyball" includes 21 water 
molecules, 20 of which form a pentagonal dodecahedron with one molecule in the 
middle to add stability to the cage. At ambient temperature, it was proved that these 
structures are metastable and flicker in and out of existence (19). Sloan and Fleyfel (4) 
in 1991 proposed a kinetic model of gas hydrate formation from ice assuming that 
during the nucleation period considerable metastability occurs because of the forming 
and breaking of structures. Although many more detailed studies are required, our 
experiments have made it possible to detect the different steps suggested by Sloan et 
al. (4). 

The solubilities of methane and ethane in water at low pressures (3.45 and 0.66 
MPa, respectively) have been reported earlier (20). This paper reports results for 
methane obtained at higher pressures (10.48 and 13.93 MPa) in the temperature 
range 291.2 to 278.2 K, which includes the hydrate formation conditions, and 
divergence of these measurements from solubility predicted by Henry's law is 
presented. 

EXPERIMENTAL SECTION 

Experimental Apparatus 
5 5 1  



Calorimeter 

A differential calorimeter, which is a variation of the common heat flux calorimeter 
(21), used in these studies consists of two symmetrical containment vessels, both 
thermally insulated from the surrounding aluminum block. One containment vessel 
serves as the sample cell while the other vessel serves as a reference. The 
surrounding block temperature is ramped at a fixed rate, (by using heating andlor 
refrigeration), allowing a steady-state heat flux between the sample vessel and the 
surroundings. But the calorimeter can also be used in an 'isoperibolic" operation 
where the surrounding block is held at a constant temperature (22). The calorimeter is 
equipped with an internal electrical conductivity cell to track the amount of water in the 
hydrate and liquid phase by monitoring the conductivity of a dilute KCI solution during 
hydrate formation. 

Moreover, any heat exchange between the containment vessel and the 
surrounding block occurs almost exclusively by conduction and is measured by two 
thermopiles. The resulting differences in voltage for the two thermopiles represent the 
differential heat flux for the two containment vessels. Integrating this voltage over time 
gives the total heat transfer associated with "the event." However, for this work, the 
heats of dissociation have been calculated from the solubility of methane since the 
thermopile values were not reliable enough to provide us with consistent data. Figure 
1 shows the apparatus and the pressure-maintaining system. 

Computerldata acquisition 

Performance of the calorimeter strongly depends on the control and data 
acquisition program for the computer. Our program is capable of handling various data 
acquisitions while controlling the pressure and the temperature precisely. The 
program has been written in 'Visual Basic" and can set heater load and pump position 
(Le. volume of gas added to the cell during the ramping experiments). The pressure is 
controlled every four seconds, and the data are collected every minute, allowing 
precise control of the temperature-ramping, isobaric experiments. Measurements were 
made during the data acquisition from two pressure transducers, three PRTs, a 
thermopile, and an electrical conductivity device. 

The stepping motor, Genrad RLC Digibridge, HP multimeter, and Keithley digital 
multimeter are controlled via an IEEE interface. Pressure transducers and a 
temperature controller are interfaced via an RS232. Figure 2 shows a block diagram of 
the control and data acquisition systems. 

Experimental Procedure 

The right cell of the calorimeter shown in Figure 1 is first charged with roughly 650 
grams of the dilute aqueous potassium chloride solution (-0.004 normal) prepared 
with ultra-pure water (1 7.0 megaohm-cm resistance) and Baker Analyzed Reagent 
grade salt. This solution fills approximately two thirds of the cell, in order to insure that 
the electrical conductivity cell be immersed, and magnedrive propellers provide 
vigorous mixing of the cell contents. After the system has been evacuated to remove 
air, methane gas is introduced to the system comprising the calorimeter cell, the right 
pump, and the pressure lines. 

The fundamental measurement is the change in volume of the digital pump during 
the temperature-ramping experiments while the pump is controlled by a stepping 
motor to maintain the pressure constant. The stepping motor is actuated by a digital- 
based driver which is controlled by a computer through the IEEE interface. The system 
consists of the stepping motor, Digidrive, transformer, and 21 00 Indexer with an IEEE 
interface. Flow rates range from 5 to 96 cclmin has been achieved. The pump is able 
to add to or withdraw gas from the cell at very precise rates. But precise control of the 
isobaric operation strongly depends on the pressure transducer that closes the loop. 
They are rated at 10,000 psia with an accuracy of 0.07%. The displacement of the 
plunger of the pump gives us the volume of methane gas added to the cell, hence the 
solubility of methane in water-rich phase. 

RESULTS AND DISCUSSION 

Plots of changes in the system volume versus temperature, as shown in Figure 3, 
present typical experimental results in a way similar to that used previously (20). 
However, the current pressures (10.48 and 13.93 MPa) are much higher than the 
previous one, 3.45 MPa. Figure 3 shows different regions along the curve which are: 

a) Cooling 

(1) An interstitial solubility where gas is dissolved into water according to 
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Henry's law. 

law. 

catastrophic temperature(Tc). The solubility continues to increase. 

water has drastically increases. 

(2) Solubility of the gas begins to increase beyond that accounted for by Henry's 

(3) The gas intake by the water increases, and this point is commonly called a 

(4) Catastrophic hydrate formation occurs, and the amount of solid present in the 

(5) Solidification starts but the magnetic stirrer is still running. 

b) Heating 

(6) Dissociation of the hydrates begins. The hydrate crystals start melting and the 

(7) The volume drops very fast and the hydrates are almost completely 

Figures 4 and 5 show calculated methane solubility of (log[mole fraction CH4 in 
water]) at 13.93 MPa (2020 psia) plotted vs. (Im and Ln (T), respectively, while Figure 
6 presents the solubility of methane (1000 XCH4) vs. temperature at 10.48 MPa 
(1520 psia). Table 1 provides the solubility of methane gas in pure water obtained 
during the temperature-ramping experiment at a rate of 1 .P"C/hr, for both pressures of 
10.48 and 13.93 MPa. Table 2 presents the changes of enthalpy and entropy obtained 
by plotting Ln(x) versus 1 / l  (T in K) from the relation of 

volume maintains a constant value. 

decomposed. The volume returns to its initial value. 

d Ln(x) I d  (1lT) = - AHIR 

and Ln (X )  vs. Ln (T) ( again, T in K) by the relation: 

d Ln(x) I d In(T) =+ AS/R . 
We had to extrapolate the available literature data of methane solubility in water 

far above hydrate formation condition (5) to establish a reference for the solubility of 
methane in pure water in the low temperature region. 

Figures 3 and 4 demonstrate a sudden increase of the gas solubility from the 
extrapolated values. Below 17°C. the liquid solution becomes supersaturated with 
methane gas. Song et al. (20) attributed this increase to a 'sorption" effect with the 
ordering of water molecules into an ice-like structure with the water molecules 
surrounding the hydrocarbon molecules. These ordered structures result from contact 
of the hydrocarbon with water which induces small dipole moments into the 
hydrocarbon molecules and allows some ordering through weak dipole-induced 
dipole interactions with the water. The number of water molecules affected by the 
interaction with the hydrocarbon solute is related to the size of the guest molecule, i.e. 
the contact surface of the guest molecule. Therefore, the size of the "ice-like" structures 
will increase with the size of the hydrocarbon (24). 

At Tc. the catastrophic temerature at which hydrate crystals start to form, the 
solubility is increased by 78 % for 10.48 MPa and 51 O h  for 13.93 MPa. After hydrate 
crystals are formed, the solubility still increases, showing a high level of 
supersaturation of methane gas in liquid water, which started just before and just after 
Tc. These solubility measurements emphasize the crystallization-like process taking 
place during hydrate formation. The dissolved gas molecules form the nuclei which 
initiate the process of hydrate precipitation and crystal growth. One might state that 
around Tc, the nucleation occurs as a result of a fluctuation in free energy due to the 
local temperature and pressure fluctuations, of sufficient importance to surmount the 
free energy barrier (12). 

From an energy point of view, the changes of enthalpies and entropies are 
negative and in agreement with reported values (20. 22, 25). The changes in enthalpy 
and entropy, as the temperature approaches Tc, could be compared with ice formation 
on one hand and experimental heats of dissociation on the other. The enthalpy of 
dissociation for the methane hydrate at 13.93 MPa is very close to the enthalpy of 
dissolution of the same gas when Tc is approached, as found previously (12). 
Moreover, the comparison of the entropies of solution derived here with 
corresponding values based on the same standard state for gases in non-polar 
SolVentS at 25OC shows that the entropies of solution in water are all negative by a 
large amount. The partial molal entropy of solution is influenced by the size of the 
cavity created by the gas molecules when the estimate of the cavity size is made by 
bond distances. Frank and Evans (15), and Song el al. (20) have demonstrated that 
the large negative values for partial molal entropies of solution of non-polar gases in 
water can be understood as the creation of a more highly ordered state in water or 
"icebergs". As the temperature is increased, these quasi-ice-like structures break up 
and AS becomes positive. 
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CONCLUSION 

A fully automated calorimeter with some modifications has facilitated isobaric 
(constant pressure), variable-volume, and temperature-ramped experiments, and the 
experimental procedure has enabled us to elucidate discrete steps involved in the 
hydrate formation and decompostion for a high pressure methane-water system in a 
continuous manner. 

Simultaneously, the measured volumes were utilized to determine directly 
methane gas solubility in the water phase in a way that minimizes uncertainties 
associated with the appearance of the solid hydrate phase. 

Of importance, it has been confirmed that the solubility of methane gas in water in 
the vicinity of the incipient hydrate formation temperature is much greater than that 
would be predicted by Henry's law, a frequently-used conventional calculation 
procedure. 

properties, i.e. changes of enthalpy and entropy of the solution. 
Finally, the obtained solubility was used to calculate derived thermo-physical 
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Table I. Solubility of Methane Gas in Water (Obtained from Temperature- 
Ramping (1.2 oC/hr),Variable-Volume, Isobaric Experiments) 

pressure. temp., sol. of cy, pressure, temp., sol. Of c y ,  

@ia) @a) 
MFaa K ("c) XCH4 'lo00 MPa a K O  XCH4 '1 OOO 

10.48 291 (18.0) 
(1 520) 289 (16.0) 

288 (15.0) 
Ta=11.6"C 285 (12.0) 
Tb=l6.0 "C 285 (11.6) 
r =i3.80c 284 (11.0) 

283 (10.0) 
282 (9.0) 
280 (7.0) 
279 (6.0) 
278 (5.0) 

298 (25.0)' 

2.04 
2.41 
2.61 
3.62 
4.09 
4.45 
5.17 
5.92 
7.54 
9.17 

11.41 

1.98 

13.53 292 (19.0) 
(2020) 290 (17.0) 

289 (16.0) 
P=14.6"C 289 (15.5) 
t = l 8 . W C  288 (14.6) 
T =16.24"C 287 (14.0) 

286 (13.0) 
285 (12.0) 
283 (10.0) 

279 (6.0) 
278 (5.2) 

280 (7.0) 

298 (25.0)C 

a initial hydrate formation temperature. 
b final decomposition temperature, 
* predicted from hydrate program of Colorado School of Mines (a), 
c obtained from Culberson and McKetta (1). 

296 
3.22 
3.92 
4.23 
5.03 
6.68 

11.29 
6.72 

25.70 
37.m 
44.95 
52.44 

262 

Table 11. Derived Thermo-Physical Properties of a Methane-Water System 
(Obtained from Solubility Measurements) 

pressure, range of temp., change of e m y ,  change of entropy, 

WW 
MPaa g: AH, KcavmclaOfgaS AS, CaVmole.K 

10.483 16.0 to 12.0 
(1 520) 12.0 to 11.6 
?=l l .S"C 11.6 to 7.0 
Tb 4 6 . 0  "C 7.0 to 5.0 
T' =13.8 "C 

13.931 19.0 to 17.0 
(2020) 16.0 to 14.6 
P=14.6OC 14.6 to 13.0 

T'= 16.24 "C 
Tb = 18.0 "C 12.0 to 6.0 

-16.8 6 8 6  
-47.7 -1 70.5 
-21.1 -74.7 
-32.0 -1 15.9 

-7.1 -24.4 
-27.5 -95.2 

-87.8 -308.9 
46.1 -92.3 

a initial hydrate formation temperature. 
b final decomposition temperature, 
* predicted from hydrate program of Colorado School of Mines (22) 
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ABSTRACT 
Single crystals of structure II (sII) and structure I (SI) hydrates were grovm in aqueous tetrahydrofuran 
(THF) and ethylene oxide (EO) solutions. Normal growth habits from the melt are { 1 11 ) crystallographic 
planes for sn, and (1 IO) for SI. Addition of polymeric inhibitors in very small amounts changed the growth 
habit of sII to thin, 2-dimensional hexagonal { 11 1 } plates, and caused rapid small-scale branclung of SI 
crystals. The highly branched SI crystals were found to still be single crystals. Higher concentrations of 
inhibitor were found to stop the growth of sII crystals compldely. These concentrations were as low as 0.1 
wt% at low supercooling. The minimum concentration needed to stop growth changed with temperature, 
polymer characteristics and solution agitation. Experiments showed the polymer adsorption to be 
practically irreversible, and an inhibition hypothesis was developed. 

INTRODUCTION 
Natural gas hydrates are of great interest from several different viewpoints. Historically, hydrates 

have been studied as a nuisance causing problems in the oil and gas industry ( h g l e m s ,  1993). Over the 
previous decade another motivation for study has been their role as deposits of immfnse energy resources in 
subsea sediments and subterranean permafrost (Kvenvoldeq 1994). Just r d y ,  the exnomics of using 
hydrates as a suitable storage and transport medium for natural gas have been addressed anew 
(Gudmundsson and B$rrehaug, 1996). A comprehensive overview ofhydrates is given by Sloan (1990). 

This work uses model systems as an analogue to natural gas hydrates. To arcumvent the need for 
high pressures or very low temperatures, tetrahydrofuran (THF) and ethylene oxide (EO) aqueous solutions 
are used to form structure Il (sn) and structure I (SI) hydrates, respedively. THF and water mixed at the 
stoichiometric ratio for hydrates (17 water molecules per THF molecule) has a hydrate equilibrium melbng 
point of about 4.4'C at 1 atm. pressure. For ethylene oxide at stoichiometry (23 water molecules per 3 EO 
molecules) the equilibrium melting temperature is about 11°C. In natural gas applications, sJl is the 
predominant stfubure. 

Over the past 50 years, the thermodynamics of hydrate have been studied extensively, to the point 
where commercially available simulation codes can predict equilibrium conditions with an accuracy good 
enough for most practical purposes. The kinetics of hydrate growth have not reached nearly the same level 
of resolution. Several groundbreaking studies have increased our understan- but much work still 
remains to be done. 'Ihis work takes a very basic approach, studying smgle crystals of the hydrate 
strubures. 

In addition to the basics of crystal growth, the main focus of this work is to study the &eds of 
addition of inhibitors to the systems. Thermodynamic inhibitors like methanol have traditionally been used 
to alleviate or avoid problems with hydrates in the oil and gas industry, but the use of these can have severe 
implications for economy, logistics and product quality. There has therefore bem a significant driving force 
towards tinding better inhibitors which will work at much lower concentrations. There are two main classes 
of these inhibitors: anti-domerants (emulsifying agmts) and kin& inhibitors (chemicals that interfere 
with the growth process of the hydrate crystals). We have studied thre of the best-known kinetic inhibitors 
in some &I. These are poly(vinylpyrro1idone) (PW), polfivinylcaprolaaam) (F'VCap) and a terpolymer 
of vinylpyrrolidone, vinyl caprolactam and dimethylaminoethylmethacrylate (VC-713) (Ledemos et al., 
1996). 

EXPERIMENTAL. PROCEDURES 
The growth cell used in our experimats is shown in Fig. 1. It consists of a transparent plexiglass 

cooling jacket for temperature control to within 0.1 K. Glass test tubes extad into this cooling chamber, 
and are filled with the experimental solution. The temperature is set to a predetermined level of 
supercooling and the solutions are left to equilibmte before proceeding. A rubber cap holds a thin glass 
p i p e  in the middle of the test tubes (open to the atmosphere at the top and to the experimental solution at 
the bottom). Crystal nucleation and initial growth is forced by inserting a cold wire into the pipem, creatjng 
a mommtarily large local supercooling as well as a nudeation surface. The nystal growul then progresses 
inside the pipette, and, more oilen than not, nicely defined slngle crystals emerge into the test solution when 
the growth reaches the tip of the pipette. The cooling chamber has several test tubes, mbling qui& 
transfer ofcrystals behueen uninhibited and inhibited solutions at the same temperature. 
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RESULTS 
Uninhibited crystal growth 

THF hydrate sn crystals g r w  from the melt (the stoichiometric solution) exhibit the (111) 
crystallographic planes, in the form of regular octahedra. One such crystal is shown in Fig. 2. Irregularities 
in form were somelimes observed, but at moderate supercooling (0-4 K) the (1 11) planes were always 
dominant. Higher supercooling resulted in skeletal crystals while still retaining the odahedral outline. Even 
higher supercooling ( >8 K) resulted in dendritic growth of the crystals. Over the supercooling range of 0-5 
K, the growth rate of these crystals was found to be exponmtial as a fundion of the supercoohg. 

Crystals of EO hydrate (SI) grown from the melt exhibit the ( 1  10) crystallographic planes, in the 
form of a dodecahedron with rhombic faces. This is the same shape as the common garnet. Fig. 3 shows 
one such crystal grown at a supercooling of 0.5 K. So far, no clear evidence of other crystallographic 
planes has been found for this system 

Crystal growth with inhibitors 
For the THF hydrates, substantial changes in growth habit is observed already at very low 

conmtrations of inhibitor in the system. For a supercooling of 1.4 K, concentdons lower than 0.1 wt% 
of PVP, PVCap or VC-713 all change the growth from octahedra to two-dimensional hexagonal plates. 
The large faces of these plates are still { 11 1 } planes, but some questions remain as to the orimtation of 
their thin edges. The orimtation of these planes is shown in Fig. 4, where an uninhibited oc€ahedral crystal 
was transferred to a solution with inhibitor. The planes grow off the edges of the existing crystal, or sprout 
fiom its body, but are always parallel to the hcets of the original crystal. 

At slightly higher wncentrations of the inhibitors PVCap and VC-713,fw$er crystal growth is 
inhibited completely. At a magnification of 5Ox, no growth of the crystal faces could be measured over a 
period of more than 24 hours. This phenommon is s e a  at concmtrations from 0.1 wtYo at 1.4 K 
supercooling for the best inhibitor polymers. The minimum wncmtration needed to achieve 1 1 1  inhibition 
depends strongly on the supercooling and to some degree also on the polymer type and molecular weight, as 
well as solution agitation. Fig. 5 shows one example of the dependence on supercooling. PVP does not 
produce complete inhibition, wen at concentrations as high as 5.0 wt%. 

To study the assumed adsorption of the polymers to the crystal surface, a set of experiments were 
conduad in which crystals which had been exposed to the no-growth solutions for periods ranging from 5 
minutes to several hours were transferred back to uninhibited solutions. None of these crystals showed any 
futher growth until at least 3 hours &r being transferred back, and then only from the vertices of the 
original crystals, or from the interface behveen the ctystals and the glass pip-. The new growth quickly 
grew throughout the tubes and obscured any further investigation ofthe surface ofthe original crystals. 

As mtrol experiments, several tests with known non-inhibitors were performed. Polyvinyl alcohol, 
urea, hydroxyethyldlulose and polyacrylamide show no impact on the growth habits of the sIl crystals at 
all. These chemicals were chosen because of their solubility in water, and in some cases for their similarity 
to the polymeric inhibitors in having a vinyl backbone and high hydrogen bondmg capability. 

EO hydrate clystals show an even more dramatic change of growth habit whm a small amount of 
inhibitor is added to the melt. Low mwntrations (0.1-0.2 wt%) produce rapid, small-scale brandung of 
the crystals, producing spherical globules with flimsy branches. This ef€& was obtained only with PVCap 
and VC-713. Further experiments in flat capillaries on a cooled bed under a microscope revealed that the 
brandung EO crystals are most likely still single crystals. At intennediate concmtration of inhibitor. when 
the branching had clearly started but were still visibly faceted, the individual branches were seen to 
preserve a constant crystallographic orimtation throughout (Fig. 6). 

The EO hydrate system is still under investigat~on concerning the possibility ofcomplete inhibition, 
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DISCUSSION 
Crystal growth planes which are exhibited macroscopically are the slowest growing planes (faster- 

growing planes grow out of existence). Studying molecular models of the SU hydrate, it is evident that the 
6-membered rings of the large cavities all lie in the ( 11 1) planes. This suggests a hypothesis for the normal 
growth habit, appealing to a presumed higher energy barrier against producing these rings compared to the 
5-membered rings. The H-bonds behvm water molecules are strained more from their natural angle in 
forming 6-manbemi rings than in forming 5-membered ones. We therefore believe this process is slower, 
and may result in the planes colltaining these rings being the slowest growing. This hypothesis is 
strmgthened when notmg that 5-membered rings sean to be naturally occming structures in water 
(Rahman and S W i ,  1973). This contrasts with Smelik and King (1996) who describe a mechanism 
where forming of the 512 cages is viewed as the controlling factor. Our hypothesis does not transfer directly 
to the SI hydrate, but a similar argument can be made about specific { 110) planes having a higher number 
of hexagonal rings per unit area (although not parallel to the plane) than e.g. the (100) or the (111) 
planes. No clear evidence for either ofthese hypotheses has been p r e s d  to date. 

The exponmtial shape of the curye for growth rate vs. supercoohg would indicate that the so- 
called Jackson a-factor is greater than 3 (Myerson, 1993), suggesting that the surface ofthe growing THF 
hydrate is molecularly smooth, and that the growth mechanism is creation and propagation of steps on the 
faces. We believe that surface nucleation is the most probable mechanism for this, as invoking screw 
dislocations as the dominating factor does not explain orimtation preference and homogeneity. However, in 
the very few cases where other planes than (11 1 )  are seen, screw dislocations on (111) might be invoked 
as an explanation for speeding these planes up and exhibitmg otherwise outgrown facets. 

We have no completely satisfymg explanation for the 2 -d immsid  growth at intermediate 
~~~centratiicms of inhibitor. The question is complicated by the fact that in some cases, the edges of these 
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plates have been ideaifid as also being ( 11 1 ), and this is puzzling, as it implies that some { 11 1) planes 
grow faster than others. Fundamentally there seems to be only two options to explain this, since just at an 
edge one expects the physical conditions in the liquid Comaining the crystal to be virtually identical on the 
two faces very close to their common edge. One possibility is an imperfection of some kind that stimulates 
growth on one of the faces (the thin edge), and the other is some kind of timedependent adsorption efFect 
for the inhibitor. 

The first of these explanations has some precedent in he &ect caused by stacking faults (van de 
Waal, 1996). Such faults would not be unexpected on the sU (111) planes. We do not rule out this 
mechanism, but we are skeptical of it because of the complete lack of macroscopic morphological evidence 
of such faults. The second possible explanation appeals to a mechanism where a fast-growing plane pushes 
aside the inhibitor as it grows, quickly mot& that the polymer can not reorient and fmd its st~dural fit 
and bond onto the leading surface. l l i s  phenomenon has some precedence also, in the effect of kinetic 
inhibitors on ice growth (Harrison et al., 1987). We do not fed  confident in choosing one of these 
explanations over the other at present, and may evmtually have to appeal to a combination of the two. The 
results indicate preferential adsorption on (1 1 l ) ,  but this question is not complaely resolved, as the 
crystals also only exhibit (1 1 1 )  in their uninhibited state. 

We believe that the complete growth inhibition is a result of polymer adsorption to the crystal 
surface, with the adsorbed molecules ading as barriers to furlher g r d .  When the concmtration is high 
mot&, polymer molecules will sit closer on the surface than twice the critical radius for crystal growth at 
the corresponding temperature, and the clystal will not be able to grow be twm the polymer strands. The 
adsorption process is fairly rapid, as no measurable growth takes place atter a crystal is transferred to an 
inhibited solution, and the minimum no-growth cmcmtration is probably close to the umcmtration needed 
at the surface, as the difkivity of the polymer is much lower than any other component in the systm. 
However, there has to be some time involved in diffusion and onmtation ofthe inhibitor, if the latter of  the 
above hypotheses for 2-dimmsional growth is physically correct. 

The tests with non-inhibitors show that it is not enough to have long molecules ading as difFusion 
barriers or molecules with a high capacity for H-bondmg. We think that the pendant groups of our 
polymers are important in achiwing strong adsorption. One possible explanation is that the pendants fit as 
pseudo-guest molecules in unfinished large cavities, with extra bin@ to the surface caused by H-bonds 
from the carbonyl groups on the pendants. There is some evidence from molecular simulations s d g  
that this might happen (Makcgon (1997), Carver et al. (1995)). The experiments where inhibited crystals 
were transferred back into uninhibited solutions, show that the adsorption is practically irreversible. Each 
pmdant p u p  or H-bonding site on its own probably shows equilibrium adsorption and desorption, bul in 
the case where numerous sites along a polymer chain are engaged in this process, desorption of some of 
them would have little influence on the overall molecule, and these sites would be kept close to their 
adsorption area, and could easily readsorb. For the atire polymer to desorb, all the adsorption sites would 
have to "let loose" at the same time, an event which is statistically unlikely after a certain numbs of 
adsorption points has been achieved for each molecule. When desorption and further growth was found to 
occur, it happened in areas where it is easy to imagine the polymer fit to be less than perfect: at the v d c e s  
and at the interface bemeen the crystal and the glass pipettes. 

The EO hydrates grown with inhibitor have not yet been studied in as much detail as the THF 
systan, but the preliminary results show some parallels to the SU hydrates. PVCap and VC-713 show 
differmt results than PVP, indicating that the difference in inhibition performance might be more 
fundamadal than just a differmce in degree of efFediveness. We believe that this is mainly due to the 
pendant group of PVP being smaller and not having the same stabilizing &ect to provide strong 
adsorption. The dramatic small-scale branching of the EO hydrate crystals with inhibitor is somRHhat 
similar to what is hown in the crystallographic literature as spherulitic growth. However, our experiments 
indicate that these crystals are still single with constant orieaatim throughola, whereas for 
spherulites, the orientation will be off by some degree for each new branch. We believe that this is a new 
phmommon, as we have not been able to tind repom of such growth in the literature, and remains a topic 
for firther investigation. ' 
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Figure 1 n e  experimental 4. Water or water-glycol mixtures are used as  coolant. The test tubes 
are -2.5 on outer diameter, screwcapped Pyrex glass. 

I 
Figure 2 Octahedral s II ( 11 1 } crystal of THF hydrate grown without any additives at AT= 3.4 K. 

Pipette end is approximately 2 mm across. 

Figure 3 Dodecahedral s I {110) crystal ofEO hydrate grown without any additives at AT= 0.5 K.  
p i p e  end is approximately 0.2 mm across. 
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Figure 4 THF hydrate crystal growing in solution with 0.25 wt% VC-713 atAT= 2 K. Original 
crystal outline is seen, with the induced 2-d plates sprouting fiom it. pipette md is 
approximately 2 mm across. 

vu%=0.667143 *(DeltaT) - 1.15333 

R-squand = 0.999182 

0.m t 
o m  

0.00 . 200 4.00 am 8.00 

Figure 5 Complete inhibition and its dependence on supercoohg. AT vs. concentration of inhibitor 
shows minimum concentration required to have complete inhibition of crystal growth. THF 
hydrates, sn. The inhibitor is a PVCap. 

Figure 6 EO SI crystal grown in capillary at AT= 0.5 K. m e d i a t e  concadration ofinhibitor 
between urdeded and highly branched crystal, 0.08 wt % PVCap. Note preservation of 
c r y ~ c g r a p h i c  orientation throughout. 
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NEUTRON DIFFRACTION MEASUREMENTS OF THE NUCLEATION AND GROWTH 
MECHANISMS OF METHANE HYDRATE. 
C.A. Koh', A.K. Soper', R.E. Westacott', R.P. Wisbey', X Wu', W. Zhang', and J.L 
Savidge" 
' Chemistry Department, King's College, London, Strand, London WC2R 2LS, UK 

ISIS. Rutherford-Appleton Laboratory, Chilton, Didcot, Oxon, OX1 1 OQX, UK 
tt Gas Research Institute, West Bryn Mawr Drive, Chicago, Illinois. IL 6063 I ,  USA 

Abstract. 

In this paper we present the results of our iu-sifu x-ray and neutron diffraction experiments 
during the formation of gas hydrates under industry operating conditions. We have 
performed energy dispersive x-ray diffraction to investigate the crystalline nature of species 
formed during the hydrate formation process. These experiments have been performed on 
carbon dioxide and propane hydrate. We show that Bragg peaks, indicating crystal structures, 
appear during the formation process. Some of these peaks appear in the final hydrate 
diffraction pattern and others do not. However, in  the intermediate stages there i s  a lot of 
amorphous structure which could not be interpreted. In an effort to understand this part of 
the formation process we have performed neutron diffraction experiments on the Small Angle 
Neutron Diffraction for Amorphous and Liquid Samples (SANDALS) instrument at the 
Rutherford Appleton Laboratory. This instrument is designed to look at short range structure 
and provides information on the water structure around the guest molecules in the liquid 
phase. We present examples of the solvation sphere around methane molecules during the 
formation of methane hydrate, together with the average size and variance of the co- 
ordination sphere 

Introduction. 

A substantial body of information is nod  available on the equilibrium properties of clathrate 
hydrates [1-5]. This data has been collected over several decades during which it has been 
used to support the development of fundamental models to explain chemical and engineering 
aspects of gas hydrate knowledge [6]. However, these properties and the information 
currently available fail to identify the mechanisms through which gas hydrates nucleate, grow 
or decompose, and in some cases fail to accurately determine the thermodynamic properties, 
Hydrate research has recently concentrated on the kinetics of gas hydrate formation. The 
methods for the prevention of hydrate formation have also concentrated on kinetic control 
rather than thermodynamic control. 

The work described in this paper uses x-ray and neutron diffraction to investigate the 
structure in liquid water before and during hydrate formation. We have used the Energy 
Dispersive X-Ray Diffraction (EDXD) instrument at the Daresbury Laboratory to monitor the 
formation and decomposition of gas hydrates. We have also used the SANDALS (Small 
Angle Neutron Diffraction of Amorphous and Liquid Samples) at the Rutherford-Appleton 
Laboratory to monitor structure in the liquid phase before and during hydrate growth. 

Methodoloav. 

Both types of experiment have been conducted in specially designed. high pressure cells. 
Temperature, pressure and composition were selected and controlled throughout the 
experiments. The experiments were conducted iii-siitf, such that gas consumed during hydrate 
formation is replaced by gas from the cylinder and the pressure maintained. 

The x-ray diffraction experiments were carried out over a 250 to 300 K temperature 
range and 0.1 to 3.5 MPa pressure range [7,8]. The detector angle was fixed at 5.042'. hi- 

sitir experiments were conducted for carbon dioxiddwater and propandwater systems, 
Diffraction patterns were recorded every 200 second throughout the experiments, Data was 
collected as a series of intensity I K  energy spectra recorded with time throughout the 
experiments. 

The neutron diffraction experiments on the methanelwater system were carried out at 
constant pressure (2100 psi) and the temperature varied using a ramping procedure. Two 
scattering patterns were recorded at each temperature. The first stage of the experiment was 
carried out at a temperature in the water/gas region of the phase diagram (291 K). The 
scattering pattern was recorded over a 30 minute period. The temperature was reduced to a 
p i n t  within the hydrate region of the phase diagram (283 K). Further scattering patterns 
were obtained. The temperature was further reduced to 277 K and subsequently reduced to 
263 K were the complete sample was frozen. Any ice obtained was melted by reheating to 
277 K, where the final scattering patterns were obtained. 

Spherical Harmonic Analyses were performed to obtain detailed views of the local 
intermolecular orientational correlation function [9-1 I].  Reverse Monte Carlo (RMC) 
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simulations were performed on one scattering pattern at each of the four temperature set 
points (291 K, 283 K, 277 K (cooling) and 277 K (heating)). The original simulation cell 
contained 12 methane molecules and 1500 water molecules arranged in a random 
configuration. The RMC simulation were carried out over 5 million trials, using an empirical 
water model. The results for the RMC simulations were deemed to be more realistic than our 
previous results using a Spherical Harmonic Reconstruction [9-1 I]. 

The EDXD experiments lead to some interesting preliminary results. In figure 1, we show 
the diffraction patterns taken during an experiment At time zero, the diffraction pattern 
indicates an amorphous sample, i.r. the liquid and gas mixture. As the experiment 
progresses, sharp peaks appear in the diffraction pattern. These peaks are due to Bragg 
reflections from a crystalline material. The final pattern is comparable with the diffraction 
pattern of the complete hydrate structure. That is, the calculated unit cell length is in 
agreement with literature values and the indexed peaks correspond to Bragg reflections 
obtained from the single crystal diffraction patterns. 

The intermediate stages of this experiment are more difficult to interpret (see figure 
2). These diffraction patterns contain a mixture of amorphous and crystalline species. At 
present, we cannot determine whether Bragg peaks in these intermediate stages which do not 
appear in the the final hydrate are due to a preferred orientation effect or a crystalline 
intermediate, which may or may not exist in some form in the product. Methods for 
interpreting these intermediate stages are currently under investigation. 

The EDXD experiments are primarily designed to look at definite crystal structures, as 
the x-rays are diffracted by planes of electron density in the crystal. Neutrons, on the 
otherhand, are diffracted by atomic nuclei and therefore provides the possibility of 
investigating short-range order in liquids. The data shown here were subjected to a spherical 
harmonic analysis to m e s s  the  degree of orientational correlation of water around the 
methane. The first term in this series expansion of the data is simply thccentres correlation 
function, methane carbon to water oxygen. This is shown in Figure 3 for the four cases. A 
pronounced co-ordination sphere is found in all instances, but changes quite abruptly for case 
(4) when a significant amount of methane hydrate is formed. It can be seen from cases ( I )  - 
(3), the co-ordination sphere peaks at an average distance of about 3.6 A for case ( I )  and then 
gradually moves to larger radius values as the waterhethane system is pushed towards the 
formation of hydrate by decreasing of temperature. The fits that were obtained are shown in 
figures 4 and 5 .  

The RMC simulations aim to reproduce the total corrected scattering pattern of the 
sample. In figure 3, we show the CH,-0 pair correlation function obtained from the 
scattering patterns obtained at each of the four temperatures described above. The changing 
correlation function from (a) to (d) indicates an increase in the average number of water 
molecules in the co-ordination sphere around methane. This is taken from the area under the 
first peak in the pair correlation function in each case. The position of the peak also indicates 
that the co-ordination sphere contracts in radius as the experiment progresses. These 
distances have been used to extract examples of the co-ordination spheres from the final RMC 
structures. The regions extracted from these structures give some indication of the water 
structure around the methane molecules during each stage of the experiment. Firstly, we 
should point out that the number of water molecules within the required distance of the 
methane molecules is not the same for each methane at each stage of the experiment. The 
area under the first peak in the pair correlation function indicates the average number of water 
molecules in the first co-ordination sphere. In Table 1 we present the average and variance of 
the number of water molecules in the co-ordination spheres for each stage of the experiment. 
It is interesting to note that there are distorted ring tetramers, pentamers and hexamen in 
these structures. It is noticeable that the average number of water molecules in the co- 
ordination spheres increases from part (a) to part (d). This is a consequence of hydrate 
formation where the expected average number of water molecules in the co-ordination sphere 
is 23 assuming full conversion to hydrate. 

Con c I u s i o n s 

We have demonstrated that the use of energy dispersive x-ray and small angle neutron 
diffraction techniques can provide complementary information on the formation of natural 
gas clathrate hydrates. 
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INTRODUCTION 

Large quantities of gas hydrates, clathrate compounds of water and gases formed under high 
pressure and low temperature, are found in marine sedimenu and in cold regions. To produce large 
amount of methane gas from the reservoir with a reasoniable way, it is nccessary to obtain 
fundamentals on the mechanism of formation and dissociation and the properties under the practical 
situations, including phaw equilibria and kinetics of gas hydrates. In addition, we have proposed 
the displacing method of gas hydrates, so that methane gas is extracted from the reservoir by 
displacing methane with carbon dioxide in molecular level. The main purposes of this research are 
to acquire the further understanding for the mechanism of hydrate formation/dissociation, and also 
to accumulate engineering data for completing the original concept of displacing method. We have 
carried out a experiment on the formation and dissociation of methane and carbon dioxide, using an 
apparatus consisting of extremely high pressure vessel and observation windows. This paper 
presents the experimental results on the properties of gas hydrates formation and dissociation under 
the condition of three phase equilibrium, and some discussion on kinetics and the mechanism of gas 
hydrate formation. 

EXPERIMENTAL 

The experimental apparatus, in which the formation and dissociation of g a ~  hydrate could be 
observed, was designed and manufactured, so that the several conditions of pressure, temperature 
and concentration of gaes could be precisely controlled. Fig. 1 illustrates the schematic diagram of 
the apparatus and the measuring system of the experiment. The pressure cell (I), made of stainless 
steel and with 90 ml in internal volume, can be used under the pressure condition of up to 40 MPa. 
It contains three glass windows (2) for observation, a magnetic type mixing equipment (3), and 
some nozzles (4) for introducing gas and liquid component. The pressure cell is installed within a 
constant temperature bath ( 5 )  filled with cooling agent of ethylene glycol, where the temperature 
can be controlled with the accuracy of  d . 2  C. Gas and liquid fluids are introduced into the cell 
using a high pressure pump (6) and a fluid supplier system (7), and then are adjusted so that the 
pressure would be kept constant or free to change by means of two cylinder type controllers (8). 
The accuracy of controlled pressure is designed to be d.05 MPa. Four transducer for detecting and 
controlling the pressures are equipped, and five thermocouples are installed for measuring the 
temperatures inside the cell as shown in Fig.1. The observation system including a optical fiber 
borescope (9) and a CCD camera (10) can be utilized for this apparatus. 
The procedure of the experiment on the three phase equilibrium of gas hydrate are described in the 
following. First, a quantity of pure water is supplied by the high pressure pump into the pressure 
cell, and other portion of the volume is filled with pressurized gas component by the fluid supplier 
system. The quantities can be calculated as equivalent volume portions needed for hydrate structure, 
The internal pressure can he adjusted, using both the cylinder units in liquid phase and the supplier 
system in gas phase. The formation of gas hydrate is observed during the temperature of whole 
system going down, while the pressure is no longer controlled at this situation. The accumulation of 
hydrate would complete for about a couple of hours, after which the temperature is controlled to 
go up with the constant rate for getting the equilibrium data of dissociation. The optical cell and the 
spectrometric system are equipped at the glass window for detecting the nucleation and the change 
of liquid phase structure. A lot of experimental data, such as temperatures, pressures and gas 
concentrations, and other experimental conditions, are measured and analyzed using the data 
acquisition system. 

RESULTS AND DISCUSSION 

The solubility of gases and gas transport into liquid phase are important factors to promote the 
formation of gas hydrates in the three phase equilibrium condition. In this experiment, two types of 
mixing arid bubbling operations were adopted for the promotion of nucleation. Fig2 shows 
photographic figures for the formation of methane hydrate, observed through the glass window. 
These results were obtained under the same condition as the pressure was approximately 10 MPa 
and the temperature was 4.0 to 6.0 C. As shown in the left figure, a lot of fine fragments of 
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phase droplets of methane hydrate at the interface of gas and liquid phase. The following 
experimental results are mainly related to the mixing operation, because it enables the equilibrium 
properties to become more favorahle and reproductive. For keeping sufficient saturation o r  
dissolved condition of gases into liquid phase, each experiment requires previous mixing operation 

1 
, 

conditions, such as gas component, initial pressure and temperature, and restating hysteresis 
situation. Fig.3 shows the trend curves for temperature and pressure, obtained using the gas 
component of CH4 (100%). TEMPI represents the temperature measured by N o .  1 thermocouple at 
the center of the cell, and TEMP2 the controlled one outside the cell. PRES means the pressure of 
liquid phase inside the cell. This figure shows that the formation of gas hydrates eventually started 

the nucleation point due to the heat of formation. The rapid decrease of pressure was observed 
around the formation point, while the pressure gradually decreased a? the temperature became 
lower due to the change of solubility. On the other hand, the dissociation of gas hydrate was 
observed during the process of temperature increasing, from which the increase of temperature 

\ during the process of temperature decreasing, because slight increases of temperature appeared after 

\ 
i 

\ 

started to decline. Fig.4 shows the trend curve of differential temperature measured by N o .  I and 
No.5 thermocouples as a heat balance in the experiment. The first peak on the curve indicates the f 
exothermic heat of formation, and the last one the endothermic heat of dissociation. According to 
these relations and the observation, critical temperatures and pressures necessary for gas hydrate 
formation and dissociation can he determined as in Table 1. These results include the properties for 

I 

i' 

Fig.5 shows the three phase equilibrium relation obtained through the series of experiment for COz 
and CH4 hydrate. Upper two lines are the formation and dissociation equilibrium curves for CH4 
gas hydrate, the relation between critical temperatures T and pressures P, and lower lines for COz 
gas hydrate. In other words, gas hydrate can he present as solid phase with gas and liquid 
components at higher position from curves for formation, and it no longer exists at lower position 
from curves for dissociation. From the results it is clear that the relation between P and T is 
approximately linear in semi-log plotting, and that the critical pressures of CH4 are relatively higher 
than those of C02 assuming the same temperature condition. This suggests that the formation of 
CH4 hydrate requires much higher potential o r  activation energy rather than in the case of C o t  
hydrate. In addition, it is found that the equilibrium curves for the formation of hydrates are placed 
at upper position compared with those for the dissociation. Further, the equilibrium data measured 
in case of dissociation agree well with estimated values using theoretical methods of kinetics, hut 
those in case of formation largely differ from the theoretical values. These large differences may 
include interesting phenomena and fundamentals on the mechanism of gas hydrate formation. Thus, 
further experiments were carried out on the behavior of history and hysteresis observed the process 
of formation and dissociation of gas hydrates. 

Fig.6 illustrates the history curve of P and T obtained in the experiment No.39 for CH4 hydrate. 
The formation process proceeds on the oscillated curve between A and D, and the dissociation 
process on the curve between E and F. The differences of temperature and pressure between 
formation and dissociation equilibria are approximately 3.5 9: and 0.5 MPa, respectively. The 
history of P and T is usually regarded to he the super cooling effect in the process of formation. 
The temperature differences obtained by the experiment using COz were quite smaller than that in 
case of CH4. In addition, the super cooling effect clearly appeared in the case that the g a ~  
component was introduced by the way of bubbling. These results suggest thai the supper cooling 
effect in the history behavior might he largely related to the interface conditions, the way of g a ~  
introduction, and the component of ga? and liquid. 

Fig.7 shows the hysteresis curves for demonstrating the effect of restarting situations, obtained by 
continuous three experimental runs in the same conditions. The second and third runs were 
restarted immediately after completing the previous run. In the first run of experiment, the 
temperature of initiating formation was 15.2 C at the pressure of 17.5 MPa. However, the 
formation temperature was shifted to 16.6 C in the second run, and up to 16.8 9: in the third run. 
This means that the formation temperatures increase in case of restarting situations, so that they 
approach the dissociation temperatures or the theoretical temperature for three phase equilibrium. 
Another experimental run showed that the formation temperature of second run shifted by 2.5 to 3 
9: compared with that of the first run, hut that of third run recovered to the level of first run if the 
liquid with dissolved gas was left as the final condition of second run for 12 hours. These results 
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Exp.No. Initial 

(MPa) 
Pressure 

5.80 5.0 I 8.05 1 $:? 1 # 1 % 1 10.6 
EXMH09 
EXMHOX 
EXMH24 10.20 9.4 8.6 11.7 

Formation Equilibrium Dissociation Equilibrium 

Pressure Temperature Pressure Temperature 
(MPa) ( " c )  (MPa) ( " c )  

18.8 14.2 18.0 

EXMH I2 2.4 4.0 5.0 

Fig.2 The observation of methane gas hydrate formation. 
(Left figure) In case of mixing operation. 

P=10.0 MPa, T S . 0  "C 
(Right figure) In case of bubbling operation. 

P=10.0 MPa, T=4.0 'C 
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Fig. 1 The schematic diagram of the experimental apparatus and the measuring system. 
(Upper figure) Main system. (Lower figure) Pressure cell and measuring sensors. 
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Fig3  The trend curves of pressure and temperature obtained in the experiment for methane gas 
hydrate formation and dissociation. 
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Fig.4 The change in differential temperature, and heat valance of gas hydrate formation 
and dissociation. 
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Fig.5 The relations between pressure and temperature in three phase equilibrium condition 
for COZ and CH4 gas hydrates. 
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Fig.7 The hysteresis curves of pressure and temperature in the process of gas hydrate formation 
and dissociation. 
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INTRODUCTION 

Gas hydrate is the species that guest molecules (CO,, CH, etc.) are included in the cage of hydrogen- 
bonding network of water molecules. Recently, it was found that there are great quantity of methane 
hydrate in the sediment below the sea bottom. Since Japan has no natural energy resources, we pay 
much attention to the natural gas hydrates as one of the hopeful energy source for the future. To 
establish elemental technologies for mining methane hydrate, we staned fundamental and also practical 
study of gas hydrate. 
The observation of real crystallization process is indispensable to study formation I dissociation 

mechanism precisely. On the other hand, it is important for establish methane hydrate recovering 
method to get pure hydrate crystals and measure accurate physical and chemical property of them. 

To achieve these objects, we are constructing high pressure crystallization apparatus with optical 
window. In this presentation, we will report the resent result of hydrate crystal formation and 
recovery experiment with this apparatus. 

As a fundamental research on the gas hydrate formation, we are interested in molecular clustering 
structure of aqueous solution. As for the interaction of magic numbered water cluster, H+(H20),,, 
which has dodecahedral structure, with organic molecules, it was observed that tetrahydrofuran (THF) 
did not dissociate the hydrogen-bonding network of H+(H20)*' cluster; however, methanol 
dissociated it. In the mass spectra of clusters generated from THF-water and methanol-water mixtures, 
H+(H,O),, clusters contact with THF, H+(H20)21(THF)n:n=I ,2,3..., and H+(H20)21 clusters 

substituted by methanol. H+(H20)21-n(CH30H)n: n=l,2,3 ..., were observed, respectively'). Such 
molecular structures in aqueous solutions seem to be related with the nucleation mechanism of hydrate. 
That is, THF makes hydrates, but methanol works as gas hydrate inhibitor. We also intend to carry 
out methane hydrate formation experiment with any additives such as THF or CH30H,etc., and 
discuss nucleation mechanism of gas hydrate with the clustering structure of water molecules which 
were observed by cluster beam mass spectrometer. 

EXPERIMENTAL 

High pressure crystallization apparatus with optical vessel  

Fig.1 shows the schematic diagram of the high pressure crystallization apparatus with optical 
vessel. Photographs of this apparatus and main vesscl are also shown in Fig.2 and Fig.3 respectively. 
As shown in Fig.1, main vessel (c 1) and sub vessel (C2) are piston-cylinder type high pressure 
vessels. Inner diameter and volume of these vessels are 15 mm and 20 mB respectively. The main 
vessel has a pair of sapphire windows to observe crystallization process on both side and stainless 
filter to separate liquid phase from solid phase on the bottom. Main vessel is soaked in a silicon oil 
bath[Temperature control range ; -3oc-+13Oc].  This oil bath also has optical wlndows and 
crystallization process can be observed through these windows with microscope or multi channel 
spectrophotometer. Compression of vessels is carried out by using oil pressure equipment (19). Main 
vessel is connected with gas supplying system, which can supply host gases continuously under high 
pressure(max. under 400kg/cm2). Control of gas flow rate is carried out by flow controller for high 
flow rate (3) [0.5-5N Q/min] and low flow rate (4) [O.Ol-O.IN O/min]. Maximum pressure of 
crystallization unit is 4000kg/cm2. 
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Crystallization and separation procedure 

Sample mixtures (pure water and THF, pure water and CH4 etc.) are injected into the main vessel 
(C 1) and compressed to form hydrate crystals. The excess liquid phase is removed from the crystals 
in the main vessel (C 1) to the sub vessel (C2). keeping the pressure in the main vessel constant and 
slightly decreasing the pressure in the sub vessel. After separation process is finished, stop valve 
between two vessels (VH1) is shut and crystals are recovered. 

To confirm performance of the apparatus, crystallization and separation of pure indole from 
indole/isoquinoline mixture was carried out. Then, we started hydrate formation experiment of 
THF/water system and CH4/water system. In case of methane/water system, to prevent dissociation 
of methane hydrate, the main vessel is cooled to about 80°C by dry ice/methanol bath before the 
decreasing of main vessel pressure and taking out of hydrate crystal. 

RESULT AND DISCUSSION 

Formation and separation of high purity indole crystal by high pressure 
crystallization method 

Fig.4 shows the typical operation diagram of high pressure crystallization. 
indole-iscquinoline mixture (80mol%-indole). Separation process is as follows. 

I )  Inject sample mixture into main vessel ( C  1)  and compressed to 1000kg/cm2 step wise under 50 

Sample solution is 

"C. In this process, pure indole crystal is formed and impurities concentrated into liquid phase 

2) Hold the pressure of main vessel at 1000kg/cm2 until solid-liquid phase equilibrium is achieved. 

3) Open the stop bulb ( V H l )  between main and sub vessel and remove liquid phase from the crystal. 
In this process, pressure in the main vessel is constant (1000kg/cm2) all the way. 
as sown in Fig.4, after almost stop the piston displacement, the pressure which is indicated in 
pressure gauge ( P H I )  gradually decreased and finally reach almost atmospheric pressure. This 
means that almost all the liquid is removed and pressure in the main vessel can not transmitted 
to pressure gauge (PH 1). At that time, crystal in main vessel is squeezed under 1000k~crn2 
and remained liquid is perfectly separated. 

However, 

4) Pressure of main vessel is decreased to atmospheric pressure and separated crystal is  
recovered. 

The punty of recovered solid was measured by gas chromatography. Indole concentration of that 
crystal was 98mol% and it was known that high purity crystal can be separated by this high pressure 
crystallization apparatus. 

Formation and separation of THF hydrate and methane hydrate 

Generally, autoclave type high pressure vessels were used for hydrate formation experiment and it is 
said that stirring of the vessel is important to form hydrate crystal. However, it is difficult to stir 
sample in main vessel (c 1 )  in our apparatus. As mechanical stirring is not performed at natural 
hydrate formation process, stirring seems to be not always necessary. To confirm if methane hydrate 
formation is occurred without stimng or not, we slowly injected methane gas into an autoclave type 
optical vessel which is filled with pure water. (details will be described in another presentation of our 
group in this meeting by Dr.Komai.) As a result, film like hydrate crystal was formed almost instantly 
with rising of methane gas babble under the condition of 2"c, 100kg/cm2. Though it seemed IO 
need fairly long time to make methane gas included in the hydrate film into crystal perfectly, it was 
confirmed that nucleation of hydrate can be occurred without mechanical stirring. According to this 
result, we hied hydrate formation experiment with the high pressure crystallization apparatus. 

First, THF/water (THF : H 2 0  = 1 : 25 molar ratio) mixture was injected into the apparatus and 
examined efficiency of hydrate formation and separation. Temperature and separation pressure are 4°C 
and 200kg/cm2. After separation of excess water, main vessel was cooled to -10°C and THF hydrate 
was recovered. From the pressure which is indicated on pressure gauge (PHI), we confirmed that 
hydrate and excess water was perfectly separated as same as indole-isoquinoline mixture. 
Photograph of recovered THF hydrate is shown in Fig.5. 

Next, methane hydrate formation and separation experiment was performed with this apparatus. 6 4  
of pure water and 4 m0 of methane gas was injected into main vessell, and hydrate was formed under 
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L 4"C,400kg/cm2. After separation of methane hydrate from water phase was finished, hydrate crystal 
wa$ cooled to about -8O'c by methanol/dry ice bath. (Under -80°C. the dissociation pressure of 
methane hydrate become lower than atmospheric pressure. ) Then, pressure of main vessel was 
decreased to atmospheric pressure and formed crystal was recovered. Photograph of recovered solid 
is shown in Fig.6. Recovered crystal is flammable white solid and dissolve with discharging 
babbles. Though It thought to be a methane hydrate, detailed analyses was still not performed and 
purity of crystal is not confirmed for the moment. 

\ 

I 
. 

CONCLUSION 

We constructed the gas hydrate formationheparation apparatus using high pressure crystallization 
method and confirmed a formation and recovery of gas hydrate by this equipment. For the present, 
adjustment of gas supplying unit was not finished perfectly and strict control of crystal formation is 
not achieved. Also, the system for observation of hydrate crystal formation is under adjustment. 

From now on, we try to improve high pressure mass controller in gas supplying unit and structure 
of optical system and establish the technique for formation of pure hydrate and recover it. With the 
separated gas hydrate, we are going to measure physical and chemical property of it precisely. 

We are also canying out methane hydrate formation experiment with THF or CH,OH. we will also 
make a discussion about influence of these additives to methane hydrate formation with the 
comparison of the clustering structure of water molecules which was observed by cluster beam mass 
spectrometer. 
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Fig.2 Photograph 01' thc high 
pixssul-e cryslallizat ion 
appararus. 

Fig..? Photograph 01' {he 
main vessel (C I )  
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Fig.4 Operalion diaglam of crystallization and separation of 
pure indole ('rotil iiidole/isoquitloline mixture using high 
pressu i~  ciywllization lechnique (Indole conccniraiion is 
80moI%, scp:lraiion iciiipcraiurc = 50°C. separation prcssurc = 
i000kg/cm~) 
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INTRODUCTION 
Deep ocean disposal of CO, is an option to mitigate rises in atmospheric levels of CO, if other 
measures are ineffective and the worst global warming scenarios begin to occur. Through its 
Office of Fossil Energy, the U.S. Department of Energy (DOE) supports research directed at 
evaluating the feasibility of this option for long-term C02 disposal. Two projects, managed at 
the Federal Energy Technology Center (FETC) in Pittsburgh, Pennsylvania, are being conducted 
that specifically address the technical issues associated with d y  disposal of CO,. One 
of the projects is being conducted at FETC; the other at the University of Hawaii at Manoa 
(UHM) in Honolulu, Hawaii. The purpose of this paper is to describe the scope of these 
projects and summarize current experimental and theoretical results. 

BACKGROUND 
In 1993, a research needs assessment for capture, utilization, and disposal of CO, from fossil 
fuel-fired power plants was prepared for DOE by the Massachusetts Institute of Technology (1). 
This well-received report concluded that establishing the feasibility of large-scale disposal 
options should be assigned the highest research priority of all needs identified. Of the large- 
scale disposal options considered at that time, the principal ones were those using the deep ocean 
or deep confined aquifers for storage. With respect to ocean disposal, the key research 
recommendations focused on the impact of the C Q  clathrate hydrate on the effectiveness of this 
disposal option. 

Depth is a key factor in ocean disposal of CO,. To avoid premature escape of the.CO, from 
surface waters to the atmosphere, injection below a depth of about 500 m would be required. 
From approximately 500-m to 3000-m ocean depth, undissolved C02 would exist as a buoyant 
liquid. At greater depths, the liquid CO, would sink. In the absence of hydrate formation, the 
minimum depth for effective CO, sequestration would be around 700 m. Drops released at this 
depth would completely dissolve before reaching a depth of 500 m (1). 

CO, clathrate hydrate (C02-nH20, 6 < n < 8 )  is a crystalline compound that can form under 
temperature and pressure conditions associated with C Q  disposal in the ocean below a 500-111 
depth. The hydrate can form either as solid crystalline particles or as a coating on the surface 
of liquid C02 drops. The solid hydrate particles should sink in the ocean, facilitating 
sequestration; however, thin hydrate shells on liquid C q  drops would limit dissolution of the 
C02 and complicate sequestration attempts. During transport to depth and injection, hydrate 
formation may clog submerged conduits, erode and foul injector nozzles, and negatively impact 
C02 dispersion. The U.S. DOE supports experimental and theoretical research at FETC and 
at UHM to address these concerns. A small high-pressure viewcell at FETC and a large 
pressurized tank at UHM are being utilized in the experimental programs. Mathematical 
modeling of these phenomena is also being performed at both FETC and UHM. 

RESEARCH AT FETC 
The work at FETC was initiated in 1993. All of the experimental work has been performed in 
a high-pressure, variable-volume viewcell (HVVC) that has a maximum working volume of 
about 40 cm’. A description of the HVVC system and basic experimental procedures have been 
published (2,3). The HVVC system can operate at temperatures down to near 0°C and at 
pressures up to 69 MPa (l0,OOO psig). The HVVC system can therefore be used to simulate 
ocean depths down to 6900 m. This is more than adequate for studying the behavior of CO, at 
the depths currently being considered for unconfined release of C Q  in the ocean (lo00 m to 
1500 m) (4). 
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To enable more accurate prediction of the fate of C Q  injected into the ocean, experiments at 
FETC have focused on determining the relative density of the hydrate in water (2,5) and 
seawater and on the formation of hydrate shells on drops of COz and their effect on drop 
dissolution (2,6). With respect to the relative density of the hydrate, observations in two-phase 
systems with water and either gaseous or liquid COz showed that the hydrates which formed at 
the COJHzO interface were initially snowlike in appearance and buoyant in the water-rich phase. 
With time, the hydrates became icelike (transparent) in appearance and sank. Trapped, 
unconverted C02 may have caused the bulk density of the initially formed hydrates to be less 
than that of the water-rich phase. Eventually, this trapped COz either escaped or was converted 
to hydrate, causing the density to increase and the appearance to change. In contrast, when 
formed from dissolved COz, the hydrates were initially icelike in appearance and sank. Buoyant 
hydrate particles would frustrate sequestration in the ocean by causing the COz to rise to 
unacceptably shallow depths. On the other hand, sinking hydrate particles would facilitate 
sequestration by causing the COz to descend to greater depths before dissolution and thus 
increase its residence time in the ocean. 

Some of the above experiments with water and C Q  have recently been repeated using General 
Purpose Seawater (GPS) from Ocean Scientific International Ltd. As in the fresh-water 
experiments, hydrates formed from COz dissolved in the seawater were icelike in appearance and 
sank in the seawater-rich phase. 

Observations of the rate of hydrate shell formation on C Q  drops in water and seawater have 
also been performed at FETC. In these experiments, a COz drop is introduced into the viewcell 
and comes in contact with either existing hydrate particles or the glass or stainless steel parts of 
the viewcell itself. In all such cases, hydrate shell formation began at the point where the 
bubble or drop contacted the crystalline hydrate or viewcell, then rapidly spread out along the 
bubble or drop surface. Others have also reported similar phenomena (7). Specific examples 
from our experimental work have been previously described (6). The rate of growth of the 
hydrate shell on CO, drops (0.5 cm to 1 cm in diameter) in water has been estimated at 0.5 to 
1.0 cmz/s. Recent observations in seawater gave similar results. 

The rate of dissolution of hydrate-covered COz drops has also been studied in water (2) and 
more recently in seawater. In these experiments, the rate of decrease in drop radius was 
measured. Rates in the range of 0.0045 to 0.02 cmlh have been observed for hydrate-covered 
drops. These rates are slower than those obtained by other workers (2). The differences 
between the results are likely due to dissimilar experimental conditions and equipment. Data 
from the recent experiments in the viewcell indicate that the rate of shrinkage of C Q  drops in 
seawater appears to be slower than in fresh water for drops of similar size under similar 
conditions. The reason for the slower rate in seawater is the topic of current investigations. 

To overcome the limitations of the viewcell and more realistically simulate the environment that 
a COz drop encounters in the ocean, a high-pressure water tunnel facility has been planned. 
This device is patterned after a similar apparatus developed by others for the study of methane 
hydrates (8). A low-pressure model is currently under construction to verify the flow patterns 
in the proposed test section of the tunnel. 

Recent mathematical modeling efforts at FETC have been directed at determining the thickness 
of the hydrate shell that forms on COz drops under conditions expected for ocean disposal (6). 
The model was developed to estimate both the thickness of the initially-formed shell and the 
bounds on the ultimate thicknesses of shells after reaching steady state in saturated and 
unsaturated environments. The degree of saturation is determined relative to the equilibrium 
COz concentration at the hydrate equilibrium pressure, C,, at the temperature of the system. 
Under anticipated ocean disposal conditions, the system can actually be oversaturated owing to 
the induction period that often accompanies hydrate formation (6). 

The model assumes that the ultimate thickness of the shell is governed by the diffusion of the 
C02 through the hydrate shell and diffusion or convection of dissolved COz away from the 
hydratecovered particle. It was demonstrated that a very thin hydrate shell ( < 0.1 cm) would 
initially form around drops of injected CO,. If injected into unsaturated water, a stable hydrate 
thickness on the order of 1@* to lo4 times the radius of the drop would form. The model 
therefore implies that the initially formed shell would become thinner in an unsaturated 
environment. The thinning of the hydrate shell after formation has been experimentally observed 
in the viewcell experiments and is reflected by changes in both the texture and transparency of 
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hydrate-covered drops. Initially, the shell has rough texture and is opaque. Within a few 
minutes the shell becomes smooth and relatively transparent. 

For a CO, drop injected into saturated water, the model predicts that with time the hydrate shell 
would thicken, possibly approaching 10' cm in thickness for growth periods well in excess of 
100 hours. Such conditions could occur in the vicinity of the injection. Since the water is 
saturated with respect to hydrate-forming conditions, the hydrate shell serves only to slow the 
diffusion of C02 and thus limit the formation of additional hydrate from the injected CO,. 
Results for this scenario are shown in Figure 1. The diffusivity values for CO, through the 
hydrate shell, D,, used in Figure 1 are in the range of values for diffusivities in solids. 
Experimental determination of this value would be required for validation of this portion of the 
model. 

In water oversaturated with C Q  relative to CH, the shell could also thicken by addition to the 
hydrate layer from the CO, dissolved in the water. This mode of growth was the subject of an 
earlier paper (9). The above model also did not take into consideration the effect of varying salt 
concentration at the surface of drop as hydrates form. Current modeling efforts at FETC are 
directed at incorporating this effect. 

RESEARCH AT UHM 
A %-month research grant to investigate ocean disposal of C02 was awarded by DOE to the 
University of Hawaii at Manoa in August 1995. The laboratory study is being conducted by the 
Hawaii Natural Energy Institute of the School of Ocean and Earth Science and Technology. The 
principal objective of the study is to obtain data on liquid C Q  discharge jet instability and on 
drop dispersion, interactions, and dissolution under conditions representative of the deep ocean. 
These data will be applied to the development and validation of predictive models to perform 
(ocean) environmental hazard assessments and to devise injection methods that ensure effective 
containment of the C02 from the atmosphere. 

Experiments at UHM employ hunique High-pressure C02 Mixing Facility (HCMF), designed 
specifically to investigate the oceanic C02 disposal process. The HCMF comprises a cylindrical 
pressure vessel, systems to hold and supply liquid C Q  and chilled (ambient to (PC) water, and 
diagnostics and data acquisition equipment. The insulated steel pressure vessel has an I.D. of 
0.55 m and is 2.46-m tall. During experiments, it is partially filled with fresh or seawater and 
pressurized with an inert gas to simulate conditions in the ocean down to depths of 
approximately 600 m. A photograph of the pressurized test vessel is shown in Figure 2. 
Numerous viewports provide access for quantitative optical probes and for flow visualization. 
Details of the construction and operation of the HCMF have been reported (10). 

Two types of tests will be conducted using the HCMF: (1) continuous discharging of liquid C02 
through a variety of orifices over a range of conditions to study effluent breakup and injector 
performance; and (2) monitoring of single CO, droplets or droplet pairs as they dissolve and 
interact during simulated buoyant rise through the ocean. In the continuous discharge 
experiments, a non-intrusive, laser scattering diagnostic will be employed to map droplet size 
distribution spectra, velocity, and number density in the region immediately downstream from 
the injector. These data on initial C02 droplet size distributions and spatial dispersion are 
needed to model accurately the disposal process. The primary experimental variables include 
jet velocity, simulated depth of discharge, and injector orifice size and geometry. 

In the droplet dissolution experiments, a transparent diffuser will be submerged in the pressure 
vessel aligned with its vertical axis. Water from the vessel is pumped downward through the 
diffuser to stabilize in space buoyant liquid CQ droplets that have been bled into the diffuser. 
By this means, the unrestrained rise. through the ocean can be simulated in a facility of finite 
height. Close-up image acquisition and analysis will be employed to document droplet 
dissolution and interaction phenomena. 

In both the continuous discharge and dissolution tests, experiments will be repeated under 
ambient water conditions that either foster or preclude the formation of the C02 clathrate 
hydrate. As of this writing, facility preparations and diagnostic development are being 
completed. 

Complementary mathematical modeling to date has focused on theoretical analyses of CQ jet 
instabilities and the generation of the dispersed droplet phase. The effects of hydrate formation 
on these instabilities have been considered (11). Results suggest that if hydrate formation 
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kinetics proceed more rapidly than the amplification of the jet instability, then breakup may be 
modified and the dispersed droplet phase size distribution altered. At the extreme, a solid 
hydrate layer could grow and deposit around the injection orifice, encasing the jet and possibly 
closing it off. While calculations indicate that hydrate formation effects will be restricted to 
situations involving relatively large injector orifices (> l-cm diameter) and low jet velocities 
(< 6 cm/s), the uncertainty in some parameters used in these calculations, notably the rate 
constant for hydrate formation, warrant experimental confirmation. 

Recently, the DOE-funded experimental research at UHM has attracted international interest. 
Additional funds have been committed to the project by ABB Management, Ltd. in Switzerland 
and Statoil (Norway) has offered the use of instrumentation and the professional assistance of 
research personnel from the University of Bexgen. Interest in collaborative studies has also been 
expressed by Japanese investigators. 

SUMMARY 
DOE-sponsored research at FETC and UHM is addressing important issues related to the effect 
of hydrates on the ocean disposal of CQ.  These issues include: 1) the relative density of 
hydrate particles and how to either preclude hydrate formation or form particles that would sink 
in the ocean and thus facilitate sequestration efforts; 2) the behavior of hydrates during formation 
either as particles or as shells around liquid C02 drops, and how their formation would impact 
C Q  dissolution and jet dynamics; and 3) the dissolution behavior of hydrate-covered C a  drops 
and the fate of these drops in the ocean. Data are being sought to help develop and validate 
predictive models which can be employed to identify effective sequestration strategies and to 
evaluate impacts on the marine environment. 

DISCLAIMER 
Reference in this report to any specific product, process, or service is to facilitate understanding 
and does not imply its endorsement or favoring by the United States Department of Energy. 
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Figure 2. Photograph of the pressurized test vessel used in the High Pressure 
C q  Mixing Facility at the University of Hawaii at Manoa. 
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DOE IM>IRECT COAL LIQUEFACTION - HURDLES AND OPPORTUNITIES FOR ITS 
EARLY COMMERCIALIZATION. John Shen and Edward.Schmetz, U.S. Department of 
Energy, Germantown, MD 20874, Gary Stiegel and Richard Tischer, U.S. Department of 
Energy, P.O. Box 10940, Pittsburgh, PA 15236 

Keywords: Fischer-Tropsch, Slurry phase reactor, Co-production 

INTRODUCTION 
Coal is the most abundant domestic energy resource in the United States. The Fossil Energy 
organization within the U.S. Department of Energy (DOE) has been supporting a coal 
liquefaction program to develop improved technologies for converting coal to clean and cost- 
effective liquid fuels andor chemicals to complement the dwindling supply of domestic petroleum 
crude. The goal of this program is to produce coal liquids that are competitive with crude at $25 
per barrel. Indirect and direct liquefaction routes are the two technologies being pursued under 
the DOE coal liquefaction program. In indirect liquefaction, the emphasis is on the development 
of improved liquid phase reactor technology to convert "lean syngas" (low hydrogen to carbon 
monoxide ratio) produced from advanced coal gasifiers. In this paper, the terms of "liquid phase 
reactor" and "slurry phase. reactor " are considered interchangeable. 

An overview of the DOE indirect liquefaction program, including the development highlights of 
the Liquid Phase Methanol technology which is undergoing commercial demonstration at the 
Eastman Chemicals plant in Kingsport, Tennessee within the DOE Clean Coal Program, can be 
found elsewhere (Shen, et al. 1996). This paper will update the status of DOE indirect 
liquefaction program, and briefly review the recent development in the commercial liquid phase 
reactor design. It also will discuss the hurdles and opportunities for the early commercialization of 
this technology. 

UPDATED STATUS OF DOE INDIRECT LIQUEFACTION PROGRAM 
Slum, Phase Fischer-TroDsch Three slurry phase Fischer-Tropsch runs have been made at the 
proof-of-concept (POC) unit at LaPorte, Texas between 1992 and 1996, with costs shared by 
industrial consortiums headed by Air Products and Chemicals (APCI). The first two runs used 
iron catalysts and the third one a cobalt catalyst. Highlights of the first two runs have been 
reported earlier (Shen, et al. 1996). More detailed review of the first run data also has been 
published (Bhatt, et al. 199S)..These results indicate that, with the system to convert lean syngas 
over iron catalysts, more work is needed to improve the correlations between the autoclave and 
POC slurry phase reactor data. Also, efforts should be directed to explore the advantages of iron 
over cobalt catalysts to produce a more versatile product slate including olefins. Finally, more 
fundamental study is needed to gain a better understanding of the iron catalyst behavior in a 
slurry phase F-T reactor. Data workup for the third run with a cobalt catalyst is now underway 

Liauid Phase Dimethvl Ether IDME) The feasibility of liquid phase DME technology was first 
demonstrated by APCI at the LaPorte POC unit in 1991. Since then, there have been considerable 
industrial interests in this one-step syngas to DME technology, which could reduce the DME cost 
as a fuel or a precursor to chemicals. Recent work at bench scale unit has been aimed to further 
reduce the deactivation rate for the physical mixture of methanol synthesis and methanol 
dehydration catalysts present in a liquid phase reactor. Results obtained with APCI's improved 
proprietary dehydration catalyst appear encouraging (Panis, et al. 1996). The commercial 
demonstration of liquid phase DME technology at the Liquid Phase Methanol project site at 
Kingsport is tentatively scheduled for year 2000. 

Svnthesis Gas to Oxvnenates and Chemicals Novel catalyst R&D has been underway to convert 
synthesis gas to oxygenates and chemicals under cost-shared contracts. The products include 
mixed alcohols including isobutanol (Xu, et al. 1996), vinyl acetate monomer (Tustin, et al. 
1996), methyl methacrylate (Spivey, et al. 1996), and dimethyl carbonate (Hagen, 1996). The 
industrial participants in this program include APCI, Eastman Chemicals, RTI, Bechtel, and 
Amoco. 

Commercial Liquid Phase Reactor Development 
A recent media release indicates that Sasol has placed orders for seven SAS (Sasol Advanced 
Synthol) gas phase reactors with diameters up to 10.7 meters (Sasol 1996). It seems reasonable 
to assume that the same sue reactor also can be used for slurry phase reactor applications. In an 
earlier DOE supported study, Bechtel has designed a commercial slurry phase reactor with a 
diameter of 4.8 meters (Fox, et al. 1990). At that time considerable considerations have been 
given to the reactor physical constraints including the weight of tube sheets holding the internal 
tube exchanger. It seems prudent that, in view of the Sasol announcement, the commercial sluny 
phase. reactor design should be revisited to evaluate the various impacts of a larger reactor size. 
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Hurdles and Opportunities for the Early Commercialization of Indirect Liquefaction 
Technology 
Due to the federal budget constraints, DOE has been exploring the use of "financial incentives" 
rather than "cost-sharing'' to promote the commercial demonstration of slurry phase F-T 
technology. Preliminary results from this scoping study, conducted by Mitretek with DOE 
support, will be reported in a separate paper at this meeting (Gray, et al. 1997). Under this 
proposal, an industrial consortium would be formed to lead the effort, with DOE to cost-share 
the Phase Zero project feasibility study and to serve as an advocate for the use of incentives. Use 
of incentives is deemed necessary to mitigate the high risks associated with these projects. It is 
also consistent with our precedents to offer "limited" incentives to introduce a new domestic 
resource based transportation fuel because of its vital importance to the economic well-being of 
our country. 

IGCC (integrated gasification combined cycle) system, which is an integrated part of the indirect 
liquefaction technology, has recently received more commercial interests, partly in response to the 
emerging trend in tighter environmental regulations (Rhodes 1996; Aalund, 1996). In these 
applications and others under considerations, a variety of carbonaceous feedstock are used to 
address the local need to dispose the environmentally disadvantageous materials. With more and 
more these IGCC systems in place, the opportunity to co-produce power, premium quality 
transportation fuels and/or chemicals could offer the best prospect for the early commercial 
deployment of the slurry phase F-T technology. With the learning experience gained from these 
operations, a transition to coal based IGCC/slurry phase F-T could be underway between 2010 
and 2015 when coal liquid is projected to be competitive with crude (Gray, et al. 1996). 

CONCLUSIONS 
We have presented an updated summary of the work performed under DOE indirect liquefaction 
program since.1994. In the slurry phase F-T area, we also have identified areas for future R&D 
work. A "financial incentives" based approach, to be led by an industrial consortium, has been 
proposed to promote the commercial demonstration of slurry phase F-T technology. The early 
commercial deployment of this technology could be in the IGCC based power plants to co- 
produce power, premium quality transportation fuels, and/or chemicals. The DOE supported 
slurry phase F-T technology is tailored for co-production applications with enhanced system 
efficiency. 
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ABSTRACT 
California began using a cleaner-burning reformulated gasoline in 
March 1996. The California reformulated gasoline regulations limit 
eight specific properties, with flexibility given to refiners to 
average properties, or to use a predictive model to blend gasolines 
having equivalent emission benefits. Data were collected from 
refiners, compliance fuel sample monitoring, and the California 
Energy Commission. These data are used to compile a picture of 
California reformulated gasoline's average properties and the range 
of properties. The properties evaluated include sulfur, aromatic 
hydrocarbon, benzene, olefin, and oxygen content, distillation 
temperatures at 50 and 90 percent volume, and Reid vapor pressure. 
Additionally, data have been collected pertaining to the energy 
density which affects the fuel economy of this cleaner-burning 
gasoline. This evaluation confirms the Air Resources Board's pre- 
regulation analysis on emission performance and fuel economy. 

INTRODUCTION 
Presented is an evaluation of data which illustrates the present 
composition of gasoline in California. California introduced a 
cleaner-burning reformulated gasoline (CaRFG) in 1996 as part of 
its comprehensive program to reduce air pollution. Since CaRFG's 
introduction, the Air Resources Board (ARB) has monitored the 
composition of gasoline sold in California through several 
mechanisms. An evaluation of this data was performed to verify 
that estimated emission benefits are being met. The ARB also 
calculated the energy difference of CaRFG on a subset of available 
data using oxygen content, specific gravity, distillation 
temperatures at 10, 50 and 90 percent volume (T10, T50 and T90), 
and aromatic hydrocarbon content. 

BACKGROUND 
Compared to California Phase 1 gasoline (Post-1992), 

CaRFG reduces emissions of volatile organic compounds (VOC), oxides 
of nitrogen (NOX), and carbon monoxide (CO), as well as the risk 
from exposure to toxic air contaminants. Table 1 shows the 
emission reductions attributable to CaRFG. 

Recrulation The CaRFG regulations set specifications for eight 
properties with several compliance options available to gasoline 
producers. Compliance options which provide refiners flexibility 
in meeting the regulation include; (1) compliance with regulation 
flat limits, (2) the use of averaging based on the regulation 
averaging limits; ( 3 )  the use of a predictive model; or (4) the use 
Of an alternative formulation certified to have equivalent emission 
performance. Since the implementation of the CaRPG regulation, no 
fuel producers have used the alternative formulation method of 
compliance. 

The CaRFG regulation sets cap limits for each of the eight 
regulated properties. The cap limits ensure that compliance can be 
demonstrated at all points of the distribution and marketing 
system. These limits are listed in Table 2. 

. .  The regulation flat limits, listed in Table 
2 ,  are fixed for each regulated property and cannot be exceeded 
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when complying by this method. Refiners are not required to report 
batch properties to the ARB when using this method of compliance. 

The averaging limits are listed in Table 2 .  
. .  

Gasoline producers using the averaging limits to comply with the 
CaRFG must demonstrate that volume weighted gasoline production 
averages meet each specification limit by the end of the averaging 
period without exceeding the cap limit. As shown in Table 2 ,  the 
averaging limits are lower than the flat limits. Under this 
compliance option refiners must report the measured properties and 
volumes of each batch of fuel produced to the ARB. 

The Predictive Model provides fuel producers with 
flexibility to optimize the gasoline properties of fuel produced to 
match the capabilities of their facilities. The predictive model 
allows fuel producers to designate alternative flat limits and 
averaging limits while maintaining the emission benefits of the 
CaRFG regulation. The majority of producers have chosen to use 
this method of compliance. The compliance reporting requirements 
are similar to the compliance options described above. . However, 
the specifications of the eight regulated properties must be 
reported to the ARB. 

DATA COLLECTED 
Since no reporting by fuel producers to the 

ARB is required for this option, it was assumed that fuel producers 
using this option produced fuel with properties at the regulation 
flat limits. The gasoline production volume was obtained from the 
California Energy Commission (CEC) from weekly production data. 

. .  

. .  

Under this option, 
gasoline producers must report the properties and volume of each 
batch produced to the ARB; thus, the average properties were 
calculated directly from their compliance reports. 

ive M- Many gasoline producers used several 
predictive model formulations in a given month. Since the volume 
of. gasoline produced under each formulation was not reported, a 
typical formulation reported from each producer in a given month 
was used. The production volume for each producer was again 
estimated with CEC weekly gasoline production data. 

. .  

ARB compliance sampling data were used to 
evaluate energy density changes associated with CaRFG. A total of 
103 samples comprised this subset of CaRFG data. - 
Table 3 lists the approximate volume weighted average properties of 
the gasoline being produced in California from March 1996 through 
September 1996. 

Table 4 summarizes the properties found in samples of summertime 
CaRFG sold in 1996. The table also summarizes and provides a 
comparison to summertime California gasoline sold in 1990 and 1991. 

DATA ANALYSIS 
o m  Table 3 shows that the 

average CaRFG properties of fuel sold in California are very 
similar to the regulation flat limits. Of the eight properties, 
only the T90 specification is higher. It is higher because many 
fuel producers have been able to increase the T90 when meeting the 
predictive model flat limits. 

. .  The predictive model provides the 
basis for the emissions characteristics of the formulations 
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presented here. The predictive model predicts the relative change 
in emissions compared to the regulation flat limits or averaging 
limits. Although changes in emissions compared to changes in 
properties are not always linear, they can be estimated linearly 
for the range of properties allowed in the regulation. Because of 
this, the average emissions of each batch are expected to be 
similar to the emissions of the average properties of all batches. 

The in-use California average gasoline properties have the same 
emissions benefits as anticipated by the ARB. Since the averaging 
limits are more stringent than the flat limits, the average 
properties of the in-use gasolines meeting averaging limit 
specifications were evaluated separately from those meeting flat 
limit specifications. Table 3 lists the average gasoline 
properties from March to September 1996 for gasoline meeting the 
flat limits, averaging limits, and the overall average gasoline 
properties. 

of Fuel E c V  All of the eight CaRFG property 
limits may have some impact on volumetric energy content (Btu/gal) 
and vehicle fuel economy (mpg). Vehicle fuel economy has been 
shown to correlate well with gasoline energy content as estimated 
by ASTM D 3338, modified by considering oxygenated contents 
separately (Hochhauser, et al, 1993). The most significant of the 
regulated properties to this procedure are oxygen content, aromatic 
hydrocarbon content, T50 and T90. The sulfur content has an 
insignificant impact at the levels found in CaRFG, and is not 
considered in our estimation of the energy contents of CaRFG. 

The oxygen content requirement decreases energy content, because 
the oxygenated compounds have reduced lower heating values 
(Btu/lbm) than gasoline. Gasoline with 2 percent by weight oxygen 
has about a 2 percent lower volumetric energy content than 
non-oxygenated gasoline. The specific gravity is second only to 
the oxygen content in its significance to the energy content of 
CaRFG. Specific gravity is not a regulated property; however, all 
of the eight regulated properties may have some impact on the 
specific gravity. The reduction of Reid vapor pressure required of 
summertime CaRFG may be the only property regulation which tendl to 
increase specific gravity and, consequently, energy content and 
fuel economy. Aromatic hydrocarbon content, T50 and T90 limits 
tend to decrease specific gravity, energy content, and fuel 
economy. The difference in the mean energy contents of CaRFG and 
Pre-CaRFG is shown in Table 4 to be -3.5 percent. 

Consider a vehicle and engine operating at steady speed and load at 
a given excess-air factor (air-to-fuel ratio relative to 
theoretical). Ignore changes in thermal efficiency due to small 
changes in air, fuel, and exhaust flow, which are required to 
maintain the fixed conditions. Then, a small relative change in 
fuel energy content should result in an equivalent relative change 
in vehicle fuel economy (Blackmore and Thomas, 1977). Compared to 
a fuel with 3 percent greater energy content, under the same 
conditions the vehicle will travel a 3 percent shorter distance 
burning the same volume of lower energy fuel. Under the 
assumptions, a decrease in specific gravity and increase in oxygen 
content, such as from CaRFG regulations, do not change this 
relationship. However, under transient operation of the vehicle 
and engine, or with carburetion designed to maintain a fixed air- 
to-fuel ratio, the CaRFG regulations should result in reduced fuel 
mass flow and enleanment (excess-air factor increase) (API, 1988). 
A slight increase in fuel volume flow should have a negative effect 
on vehicle fuel economy. Enleanment could increase or decrease 
engine thermal efficiency; the decrease occurring only with 
enleanment beyond an excess-air factor of about 1.1 (Adler, 1986). 
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Market Segment Reductions voc NOx 

On-Road 17% 11% 
Off -Road 10% 
Marketing Operations 7% 
Total 15% 11% 

- _  
- _  

I 

co 
11% _ _  
_ _  
11% 

I '..' 
' 

Property 

Aromatic Hydrocarbon, vol% 
Benzene, vol% 
T50, F 
T90, F 
Olefins, vol% 
RVP, psi 
Sulfur, ppmw 
Oxygen, vol% 

Flat Limits Averaging Overall 
Limits 

24.5 23.9 24.2 
0.87 0.55 0.73 
204 200 202 
3 13 298 306 
6.6 3.6 5.2 
7.0 7.0 7.0 
41 14 29 
2.0 1.8 1.9 

Property 

IAromatic Hydrocarbon, vol% 
Benzene, vol% 
T50, F 
T90, F 
Olefins, vol% 
RVP, psi 
Sulfur, ppmw 
Oxvuen. vol% 

Flat Limits 

25 
1.0 
210 
300 
6.0 
7.0 
40 

1.8 to 2.2 

Averaging 
Limits 

22 
0.80 
200 
290 
4.0 

30 
_ _  

Cap Limits I 
30 
1.2 
220 
330 
10.0 
7.0 
80 

1.R  to 1.7 
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TABLE 4 
Evaluation of Fuel Economy E f f l  

O x y g e n  AroEC XVP T10 
( % w t )  (%vel) (psial (F) 

(103 Samplse) 
Minimum 
Maximum 
Median 
Mean 

(441 Samples) 
Minimum 
Maximum 
Median 

Not 4 . 5  6.9 98 
60.8 9.3 156 

But 
Small 35.8 8.5 130 

36.1 8.4 131 
Mean I 

Difference of Means +2 -13.7 -1.7 +14 

cts 

(F) 

- 
T50 

- 
162 
229 
201 
201 
- 
170 
251 
222 
221 

-20 
- 
- 

of CaRFG 
ASTM D 

3338 
(Btu/gal) 

110,200 
113,000 
111,800 
111,700 

103,900 
120,300 
115.800 
115,800 

-3.5% 
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INTRODUCTION 
The upgrading of natural gas (which consists mostly of methane) to high-value-added clean- 
burning fuels such as dimethyl ether, alcohols, and pollution-fighting fuel additives is driven by 
the abundance of natural gas discovered i n  remote areas. Recently, extensive efforts have 
focused on both direct and indirect conversion of methane to these value-added products [I,?]. 
The direct-conversion route is the most difficult approach because the products are more reactive 
than the starting reactant, methane [3]. Indirect routes require the partial oxidation of methane lo 
synthesis gas (syngas, CO + HI) in a first stage. The syngas is then converted to upgraded 
products in a second stage. The most significant cost associated with partial oxidation of 
methane to syngas is that of the oxygen plant. In this paper, we offer a technology that is based 
on dense ceramic membranes and that uses air as the oxidant for methane-conversion reactions, 
thus eliminating the need for the costly oxygen plant. Certain ceramic materials exhibit both 
electronic and oxide-ionic conductivities. These mixed-conductor materials transport not only 
oxygen ions (functioning as selective oxygen separators), but also electrons. No external 
electrodes are required and such a system will operate without an externally applied potential. 
Oxygen is transported across the ceramic material in the form of oxygen anions, not oxygen 
molecules. 

Recent reports in the literature suggest that ceramic membranes made of these mixed conductors 
can successfully separate oxygen from air at flux rates that could be considered commercially 
feasible. Thus, they have potential applications for improving the economics of methane 
conversion [4-61. 

Teraoka et al. [4] showed that oxides in the La-Sr-Fe-Co-0 system exhibit mixed conductivity 
and appreciable oxygen permeability. However, we have found that these oxides are unstable 
when exposed to methane at elevated temperatures and are therefore unsuitable for syngas 
conversion. We have developed a novel ceramic composition, namely SrFeCoo.50,. that is 
stable in methane and that has oxygen permeation suitable for the partial oxidation of methane 
[7,81. 

EXPERIMENTAL 
Ceramic powders of composition SrFeCoO.50, were made by solid-state reaction of the 
constituent cation salts. Appropriate amounts of SrC03, Co(N03)2,6H20, and Fez03 were 
mixed and milled in isopropanol with ZrOz media for =15 h. When dry, the mixtures were 
calcined in air at ~ 8 5 0 ° C  for = I6  h, with intermittent grinding. After final calcination, we 
ground the powder with an agate mortar and pestle to an average particle size of =7 pm. The 
resulting powders were characterized by X-ray diffraction (XRD), scanning electron microscopy 
(SEM), and thermal analysis and were also analyzed for particle-size distribution. 

The powder was made into a slip containing a solvent, dispersant, binder, and plasticizer. 
Membrane tubes were fabricated by extrusion of the slip to an outside diameter of -6.5 mm, 
lengths up to =30 cm, and wall thicknesses of 0.25-1.20 mm. The tubes were sintered at 
=1200°C, then characterized by SEM and XRD, and finally used in our methane partial- 
oxidation studies. 

The tubes were evaluated for performance in a quartz reactor system, as shown in Fig. 1. The 
quartz reactor supports the ceramic membrane tube with hot Pyrex seals. An Rh-based 
reforming catalyst was loaded adjacent to the tube, and a gold wire mesh was wrapped around 
the tube to prevent solid-state reactions between the catalyst and the ceramic tube. Both the feed 
gas (generally 80% CH4 and 20% Ar) and the effluents were analyzed with a gas chromatograph. 
Inside the membrane tube, air was the source of oxygen. 
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Fig. 1. Schematic diagram of ceramic membrane reactor. 

Electrical conductivity was determined by a four-probe method that used a blocking electrode of 
yttria-stabilized zirconia (YSZ) for oxygen ion conduction [9], while the oxygen diffusion 
coefficient was measured by a time relaxation method. The sample was subjected to a sudden 
increase in oxygen partial pressure, and ionic conductivity was monitored as a function of time 
and temperature [IO]. 

RESULTS AND DISCUSSION 
The XRD pattern of an SrFeCo0.50, sample recorded at 850°C in an Ar -02  gas mixture is shown 
in Fig. 2. The material exhibited remarkable structural stability at high temperature, and no 
phase transition was observed as oxygen partial pressure was changed. This structural stability 
of SrFeCoo,sOx, when compared with that of other mixed conducting oxides of similar type, is 
reflected in its physical and mechanical properties, as shown in our earlier publications [7,1 I]. 

The measured electronic and ionic conductivities of SrFeCoo.~O, and other materials of the same 
family are shown in Table 1. It is clear that this material is unique in that its ratio of ionic to 
electronic conductivity is close to unity. The chemical diffusion coefficient, as determined by 
the conductivity relaxation method [9], is shown in Fig. 3. The diffusion coefficient increases 
exponentially with temperature, and at 900°C. is =9 x 10-7 cm2/s. Activation energy associated 
with oxygen diffusion is =0.9 eV, which indicates that oxide ions can move more easily in the 
SrFeCOo.50, sample than in other mixed-conducting oxides. 

Figure 4 shows conversion data obtained with an SrFeCoo,sO, membrane tube operated at 850°C 
for =70 h in the reactor setup shown in Fig. I .  As seen in Fig. 4, methane conversion efficiency 
is >98% and CO selectivity is 40%. Measured H2 yield is about twice that of CO, as expected. 

Observations by Liu et al. [12] indicate that not only the conductivity of the membrane material, 
but also the catalytic activity of the surface or interfaces, has a significant effect on the rate of 
oxygen permeation. Conductivity (ionic and electronic) determines the mass and charge 
transport rates through the membrane, while catalytic activity controls the rate of interfacial 
electrochemical reactions. To decouple the role of the catalyst in oxygen transport across the 
membrane, an SrFeCoo.sO, tube was tested without the reforming catalyst. The results from a 
run of =350 h are shown in Fig. 5 .  The feed gases are the same as earlier (80% CH4 and 20% 
Ar). In the absence of a catalyst, the oxygen that was transported through the membrane reacted 
with CH4 to form CO;! and H20. As seen in Fig. 5, methane conversion efficiency was =35% 
and C02 selectivity was ~ 9 0 % .  

Further confirmation of the stability and high performance of this membrane tube is shown in 
Fig. 6, which illustrates reactor results over a period of 1000 h. The feed during this period was a 
typical mixture expected in a commercial recycling feed, namely CH4, CO, C o t ,  and H2. 
Throughout the run, methane conversion was high. A small decline in oxygen permeation was 
observed. The high oxygen flux is consistent with the high diffusion coefficient of 9 x 10-7 c d  
s-I that was measured by the time-relaxation method [9]. 
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Table 1.  Electronic and ionic conductivities of various mixed oxides 

Electronic Ionic ai Method for 
Sample Gel (S.crn.8) (S.cm-1) Measuring Oi 

SrFeCo,,O, 10 I 4-terminal. YSZ 

SrFeo8Coo,0, 16 4 4-terminal, YSZ 

La0.6Sr~,,Co~,,Fe~ 300 0.01 4-termina1, YSZ 

Lao 6Sro 4Coo.2Feo 300 0.003 2-termina1, electron 

Lao.&o.lCoosFeo203 600 15 4-termina1, YSZ 

Lao.8sr&&Jo.nFeo@, 250 0.10 4-terminal, YSZ 

Ladro, , ,Fe03 50 0.03 180PO exchange 

electron block 

electron block 

electron block 

block 

electron block 

electron block 

LBB.8- - 20 

iea.8- 10 

E 
O.%.O ' ' i d 5  ' b:d ' ' t . 5 '  ' 40:s ' 4 2 3  ' ' 45.0 47.5 FE.0 

DIFFRACTION ANOLE (28) 

Fig. 2. XRD of SrFeCoo.50, at 850°C in 1% and 20% 0 2  
(balance is Ar) atmosphere. 

I 

800 600 700 B W  Boo loo0 

T ("Cl 

Fig. 3. Chemical diffusion coefficient in 
SrFeCOo.50, a s  a function of 
temperature. 
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Fig. 4. Methane conversion and CO and H2 selectivity in 
SrFeCo0.50, membrane reactor with reforming 
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To use the SrFeCoo.50, membrane tube in converting methane to syngas, it appears critical to 
reduce the tube wall thickness. Once this is achieved, any oxygen lost from the lattice of the 
membrane material to the reaction stream can be replaced by the oxygen permeating from the air 
side at a faster rate. As a result, the material in contact with the reaction stream will not be lost 
by chemical decomposition. Meanwhile, the difference in oxygen content between the inside 
and outside surfaces of the tube becomes smaller and consequently, fracturing of the tube is less 
likely. Thus, a thin-wall membrane tube appears to be more promising for methane conversion 
in the future. A thin-wall tube will also maximize the surface-area-to-volume ratio and thereby 
reduce the reactor size. Several suggestions have been made for manifolded monolithic systems 
of the type reported by Hazbun [13]. In the area of solid-oxide fuel cells, several monolithic 
designs have been suggested and demonstrated [14-161; these could be adapted for use in a 
monolithic reactor. 

CONCLUSIONS 
We have developed a mixed-conducting ceramic material of the composition SrFeCo0.50, that 
selectively separates oxygen from air. The separated oxygen is then utilized for panial oxidation 
Of methane into syngas. Long tubes of SrFeCo0.50, membrane have been fabricated by plastic 
extrusion. Performance of the membranes has been evaluated in a methane conversion reactor, 
and excellent methane conversion efficiency (>98%) and good CO selectivity (=90%) were 
obtained in reactors run for >lo00 h at 900°C. These ceramic membranes operate without 
electrodes or external power supply. 
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INTRODUCTION 
Materials exhibiting mixed ionic and electronic conductivity are of commercial interest due 

to their application in fields such as oxygen separation, membrane reactors for oxidation reactions 
and electrocatalysis. Much of this work has focused on metal oxides crystallizing in 
the perovskite structure. For example, early warp" studied compounds selected from 
La,.,Sr,Co,.y~y03.6. In this work, electrical and ionic conductivities were measured on a range 
of compositions and it was found that oxygen ion conduction was controlled mainly through 
oxygen vacancies in the lattice, indicating the importance of this structural feature in achieving 
high oxygen permeability. 

Vacancies in the perovskite lattice are formed either through doping of the lattice or 
through the loss of oxygen when the material is exposed to atmospheres of low oxygen partial 
pressures. However, both of these vacancy formation mechanisms present problems. For 
example, doping of cations into the lattice can cause association between the dopants and the 
resulting oxygen vacancies! This leads to high activation energies for ionic conduction. Loss of 
oxygen by reaction with the atmosphere leads to increases in lattice parameters and eventual phase 
decomposition, limiting the usefulness of such materials in commercial applications. 

To overcome such problems, Eltron has been studying ionic conductor? and mixed ionic 
and electronic conductors based on the brownmillerite structure. This structure has general 
composition A,B,O, and is attractive as an oxide ion conductor since it can support a large 
population of oxide ion vacancies, both ordered and disordered, as well as a variety of substituents 
in the A and B lattice sites. The structure consists of BO, octahedral layers sharing vertices with 
a layer of BO, tetrahedra (Figure la). This difference in coordination sphere of B metal ions lends 
itself to controlled substitution. Depending on the particular metal ions, some distortion may be 
present in the polyhedra. This shucture may be compared to the perovskite structure (Figure lb) 
where B metal atoms occupy only octahedral sites with no inherent oxide ion vacancies. 

The rationale for selecting specific A and B lattice substituents within the 
A,B,O, brownmillerite structure has evolved in part from recent studies performed at Eltro$* 
which have identified clear correlations between perovskite crystallographic and thermodynamic 
parameters relating to the activation energy for ionic transport. These parameters include: 1) the 
average metal-oxygen bond energy within the perovskite, 2) lattice free volumes, obtained by 
subtracting the ionic volumes of cations and d- in the unit cell from the overall crystallographic 
unit cell, 3) the parameter r,,,,, (r3 which corresponds to the radius of the opening between the 
two A site cations and one B site cation through which the mobile anion must pass, and 4) lattice 
polarizability towards ionic migration. Eltron is currently applying this rationale to the selection 
of new brownmillerite materials for use as mixed conducting membranes. 

Of all the potential applications of mixed ionic electronic conducting materials, the partial 
oxidation of methane to synthesis gas (syngas) is one of the most exciting and commercially 
important. The partial oxidation reaction of methane and oxygen to yield syngas is: 

CH, + 112Q - CO + 2& (1) 
The syngas can then serve as a precursor for a variety of products such as methanol, higher 
alcohols or Fischer-Tropsch products. This process is currently performed industrially but 
requires oxygen on a large scale, which is expensive. By performing this reaction with a 
membrane reactor, the oxygen is separated directly from air. This allows air to be used as the 
oxidant, greatly reducing syngas production costs. 

In addition to the partial oxidation reaction, Eltron has been studying the combined partial 
oxidatiodsteam reforming and partial oxidatiodC0, reforming reactions, similar to industial 
autothermal reforming. In these processes, steam or C q  is added to the methane feedstream. 
This serves two purposes. First, since the partial oxidation reaction is highly exothermic and the 
steam and Co2 reforming reactions are highly endothermic, the heat generated from the partial 
oxidation reaction can be used to drive the reforming reactions. This will allow for better t h e m i  
control of the reactions within the membrane reactor. The second purpose for a mixed feedstream 
is that the composition of the syngas product can be varied. Specifically, the addition of s t em 
in the feedstream will increase the &:CO ratio in the synthesis gas product stream while the 
addition of C02 will decrease the &:CO ratio. The specific composition desired will depend upon 
the eventual end use of the syngas product. 

In order to promote the partial oxidation reaction utilizing a mixed conducting membrane, 
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the ceramic membrane material needs to be formed into an appropriate reactor shape such as a thin 
Plate. tube or monolith. In practice, one side of this reactor is exposed to air. The membrane 
reactor then serves to separate oxygen from the air. This oxygen is then transported as oxide ions 
through the membrane where it goes on to react with the methane present on the second side of 
the membrane yielding syngas. A schematic illustration of this process is shown in Figure 2. 

In addition to Eltron, several other research groups are studying the use of mixed 
conducting ceramic membrane reactors for the partial oxidation of methane to syngas. One group, 
Mazenec et al. at BP Chemicals, have been studying materials as partial oxidation membrane 

,Fe, ,Cr0 20x into 
a tube and operated it for > lOOOhr at 1100°C as a partial oxidation reactor." A second group, 
consisting of a team from Amoco and Argonne," has been studying materials derived from 
intergrowths of the perovskite structure. Specifically, materials of composition SrCq,,FeO, have 
been fabricated into tubular membrane reactors and used to convert methane to syngas at 900°C 
at rates of 2-3scc/mincmz. High methane conversion was achieved and reactors were operated 
for 40 days 

As a means to develop commercially viable ceramic membrane reactors for the partial 
oxidation of natural gas, Eltron has prepared novel mixed conducting brownmillerite materials and 
successfully fabricated them into sintered disks and tubes. These disks and tubes have been 
incorporated into membrane reactors for the partial oxidation of methane. These materials have 
shown complete chemical and mechanical stability under expected operating conditions, including 
a long-term performance testing of > 3000hr. 

EXPERIMENTAL 
Mixed conducting membrane materials were prepared by standard ceramic processing 

techniques. Metal oxides and carbonates, serving as the starting materials, were thoroughly mixed 
and calcined at 1200-1300°C until the desired brownmillerite phase was formed. These powders 
were then reduced in particle size using an attrition mill after which they were mixed with a 
standard binder. Membrane shapes were formed by pressing: uniaxial pressing in the case of 
disks and isostatic pressing in the case of open-both ends and closed-oneend tubes. After 
forming, the green bodies were densified by sintering in air at 1200-1400°C. 

Membrane materials were characterized by X-ray diffraction (XRD) using radiation 
and experimental densities of sintered disks and tubes were determined using Archimedes' method. 
All materials studied in membrane reactors were single-phased and >90% of theoretical density. 

Membrane reactors for the partial oxidation of methane to syngas were fabricated using 
sintered disks and open-bothend and closed-oneend tubes. Sealing of the reactors was achieved 
using glass seals. In all reactor experiments, air was used as the oxidant. 80% methane in helium 
was used prlmarily as the feedstock. However, experiments in which C q  or steam were added 
to the methane were also performed. C Q  was added by mixiig gases prior to entry into the * 

reactor. Steam was added by sparging the methane:helium feedstream into a water bubbler. The 
concentration of the steam with respect to the methane was varied by heating the water bubbler. 
The humidity of the incoming and effluent streams was measured with commercial humidity 
sensors. Gas chromatography was used to analyze the syngas product stream as well as any 
leakage of air across the membrane. 

For example, they fabricated a membrane of composition La, 

RESULTS AND DISCUSSION 
One of the most important properties necessary for industrial use of this technology is long- 

term stability of the membrane materials under actual operating conditions. An example of the 
long-term stability of Eltron's brownmillerite-based membrane materials is shown in Figure 3. 
In this experiment, a closed-oneend tube, 3.5cm long, Swed as the membrane reactor. The Nbe 
had an inner diameter of 8.6mm and a 1.2mm wall thickness. The outside of the tube was coated 
with a partial oxidation catalyst consisting of Ni supported on a perovskite-type metal oxide. The 
inside of the tube was coated with La, 8Sro 2Co03 which served as the oxygen reduction catalyst. 
The experiment was performed at atmospheric pressure and 900°C. 

As shown in Figure 3, the reactor has been operating for >3000hr with a syngas 
production rate between 10-15ml/mincmz with a H2:C0 ratio that varied from 1.8 to 2, close to 

tank serving the reactor ran empty. When the methane tank was replaced and the methane 
concentration returned to the previous value in the feed, the reactor resumed syngas production 
at a slightly lower, but steady rate. The reason for the lower production rate after restarting the 
reactor is not known but may be due to some loss of activity due to catalyst deactivation. No 
change in the Hz:CO ratio was observed after restarting the reactor. In addition to the syngas 
production, the COz formed in the product was also monitored and was never more than 1-2% of 
the CO production rate indicating that no deep oxidation was OcCuRinp. D u n g  the course of this 
experiment, no evidence for mechanical or chemical instability was observed. Additionally, no 
leakage into the tube, as measured by the concentration in the product stream, was observed. 

I 

\ the expected value of 2. At -700hr, there was a complete loss of activity because the methane 
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Further evidence of chemical stability is shown by XRD experiments performed on 
membrane materials operated in syngas production reactors for extended time periods. For 
example, a reactor fabricated from a sintered disk was operated for > lOOOhr at 900°C with a feed 
of -80% CH, in helium. The oxygen partial pressure of the gas on this side of the membrane was 
estimated to be < 1Cr”atm. After the reactor was voluntarily stopped, XRD was performed on 
the membrane partial oxidation surface. Figure 4 shows a comparison of this membrane surface 
with fresh powder. The two patterns are identical which indicates that even after this extended 
period of syngas production, the membrane material is stable with respect to chemical 
decomposition under operating conditions. Additionally, the membrane disk maintained its 
mechanical integrity over the course of the experiment. 

As discussed above, Eltron has also studied the combined partial oxidatiodsteam reforming 
reactions. In a typical example, an open-both-ends tube served as the membrane reactor. The 
tube had an effective length of 3.9cm, an inner diameter of 0.7cm and a wall thickness of 1.6mm. 
The outside of the tube was coated with a partial oxidation catalyst, specifically Ni (40wt%) 
supported on A1,0,. The inside of the tube was coated with Lq, ,Sr,,CoO, which served as the 
oxygen reduction catalyst. Steam was added to the methane stream and the CQ:H,O ratio was 
varied and measured as discussed above. The experiment was performed at atmospheric pressure 
and 900°C. 

Figure 5 summarizes the results obtained during this experiment. The amount of H, 
produced decreased initially and then increased as a function of increasing Q O  in the feedstream. 
Additionally, the H,:CO ratio in the product stream increased as expected. Also important was 
the observation that typically greater than 90% of the KO in the feedstream was consumed in the 
combined reactions. This indicates that the premise of combining these two reactions within a 
ceramic membrane reactor is valid. 

In a similar fashion, the combined partial oxidatiodCq reforming reactions have also been 
studied. As a typical example, a sintered disk served as the membrane reactor. The effective 
surface area was 0.5cm2 and the membrane thickness was 1.4mm. One side of the disk was coated 
with a partial oxidation catalyst, specifically Rh (5wt%) supported on a metal oxide. The opposite 
side of the disk was coated with &,$r,, ,Coo, which served as the oxygen reduction catalyst. The 
feed gas consisted of 80% methane with C q  and helium making the balance. The experiment was 
performed at atmospheric pressure and 900°C. 

Figure 6 summarizes the results of this experiment. The amount of syngas produced 
initially increased and then decreased with increasing C q  content in the feedstream. The Q:CO 
ratio decreased as expected. These results validate the concept of promoting the combined CH, 
partial oxidation reaction with the CH,/CO, reforming reactions within a brownmillerite-based 
membrane reactor. 

CONCLUSION 
Eltron has developed new mixed ionic and electronic conducting ceramic materials based 

on the brownmillerite structure. These materials have been fabricated into shapes and 
incorporated into membrane reactors. These membrane reactors have been used to promote the 
partial oxidation of methane to syngas. The long-term stability of these materials has been 
demonstrated by the continuous operation of a tubular partial oxidation reactor for > 3000hr. 
Additionally, the membrane reactors have been used in an autothermal configuration using steam 
or CO, with the methane feed. 
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Figure 1. Comparison of brownmillerite (A) and perovskite (B) structures. A cations are 
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Figure 2. Schematic illustration of processes occurring during the partial oxidation of 
methane using a ceramic membrane reactor. 
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Figure 3. Plot of total synthesis gas production from the partial oxidation of methane 
using a tubular ceramic membrane reactor showing long-term stability. 
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Figure 4. Comparison of XRD patterns for as-prepared membrane material and of the surface 
of the membrane exposed to methane during the partial oxidation reaction for 
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Figure 5 .  Plots of Q and CO production rates and h : C O  ratio as a function of the &O:CH, 
ratio in the feedstream for the combined partial oxidatiodsteam reforming reactions 
mediated by a ceramic membrane reactor at 900°C. 
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Figure 6. Plot of Hz and CO production rates and H,:CO ratio as a function of the CO,:CH, 
ratio in the feedstream for the combined partial oxidatiodC0, reforming reactions 
mediated by a ceramic membrane reactor at 900°C. 
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Previous studies have shown that high methane conversions and selectivities to syngas can be 
achieved while operating at very high space velocities and relatively low methandoxygen feed 
ratios. This has been accomplished at relatively high temperatures (-1OOO"C) in a monolith 
reactor. (1,2) The monolith reactor is characterized by an open pore structure which permits 
very fast gas flows and results not only in high syngas yields, but autothermal operation as well. 

Achieving autothennal behavior is significant because a reactor which operates autothermally 
requires heat only during ignition. In the case of Schmidt and coworkers (1.2). ignition occurs 
by passing an ammonidair mixture over the monolith at around 300OC. Once ignited, the 
temperature increases rapidly to the steady state temperature, and the ammonidair mixture is 
replaced by the methandoxygen mixture. If industrial scale reactors could be operated 
autothemally, a significant amount of capital can be saved due to the fact that the reactor must 
be heated only during startup. 

Although these results are very promising, this reactor configuration presents several 
problems. It requires operating at relatively high temperatures and the use of a different gas 
mixture during startup. In addition, at these high temperatures and low methandoxygen feed 
ratios the potential for an explosion exists due to the possibility of flame flashback. As a result, 
this reactor configuration could never be implemented industrially due to safety concerns. 

Therefore, we attempted to achieve high syngas yields and autothermal behavior while 
operating in a safer, industrially favorable environment. The intention was to operate at high 
space velocities, but at significantly lower temperatures. This was accomplished with the use of 
a highly active 3% Rh supported on Ti02 catalyst. This catalyst was used in previous studies on 
the methane partial oxidation reaction in which the reactor was operated at lower space velocities 
and diluted gas feeds. (3) 

In this case, a small amount of the 3% Rh catalyst (only 30 mg) was used in a fixed bed 
reactor which was operated at millisecond residence times and a methaneloxygen feed ratio of 
2/1. The results are shown in Table 1. Despite the fact that the total feed rate was varied 
between 235 and 1500 cc/min there was very little change in conversion and selectivity. 
Methane conversion remained between 55 and 70% and CO selectivity remained around 90%. 
In addition, oxygen conversion was 100% in all cases. 

However, under these conditions, relatively high conversions and selectivities were achieved 
at steady state temperatures in the range of 500-60O0C. Although the yields are lower than 
Schmidt and coworkers, the reaction temperatures were significantly lower. In addition, the 
system was ignited under methandoxygen mixtures at 32OOC which is several hundred degrees 
lower than the ignition temperatures using the monolith, thus eliminating the need for the 
ammonidair mixture. Another benefit of the Rh catalyst was that it was stable and did not 
deactivate for several days. 

Despite the fact that the use of the 3% Rh catalyst in the fixed bed reactor allowed for safer 
operation than the monolith reactor, a difficulty still exists. Although the temperatures with the 
fixed bed were drastically lower than with the monolith and the possibility of explosion has been 
lowered, the potential for an explosive mixture still exists. An oxygen rich mixture still contacts 
a high temperature surface, and if the high flow reactor system is to be implemented in industry, 
the potential for explosion must be eliminated. 

Therefore. a reactor scheme was conceived which would allow for high space velocities and 
overall low methandoxygen feed ratios while separating the gas reactants until reaching the 
catalyst surface. The idea of using a separate oxygen feed for methane oxidation was based on 
previous work in our group on the distribution of oxygen during the methane oxidative coupling 
reaction. (4) The implementation of the new reactor scheme opens up the possibility of practical 
applications for the partial oxidation of methane to syngas and also the oxidative 
dehydrogenation of alkanes. 
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The membrane reactor consists of a highly porous membrane tube, with one end sealed, 
which is placed concentrically inside a quartz tube. The upper portion of the membrane tube is 
made impermeable using a ceramic glaze, leaving only a small length at the lower portion of the 
tube permeable. The catalyst is placed around the permeable portion of the membrane tube. 
forming a ring in between the membrane tube and the outer quartz wall. Oxygen is fed to the 
membrane tube and flows exclusively inside the membrane tube until reaching the permeable 
portion at the bottom of the tube where it permeates to the shell side and immediately contacts 
the catalyst surface. Methane is fed to the shell side and flows in the annular space between the 
membrane wall and the quartz wall. In this scheme, the reactants mix only in the region where 
the catalyst is located, and because 100% oxygen conversion was achieved in every previous 
experiment, the possibility of oxygen rich mixtures developing is negligible. The membrane 
wall itself is highly permeable allowing for the use of fast flowrates in the range of millisecond 
residence times. Thus, the overall methaneloxygen feed ratio can remain low while operating at 
high space velocities in a reactor configuration which is both safe and economical. 

The membrane reactor successfully achieved its goal of obtaining high conversions and 
selectivities while providing a safe operating environment. Table 2 shows the effect of feed rate 
on conversion and selectivity using 60 mg of catalyst and a methandoxygen feed ratio of 31 .  
The minimal amount of catalyst that can be used is 60 mg as this is the amount required to 
completely surround the permeable portion of the membrane tube. 

The results are similar to those in the case. of the fixed bed reactor in that for a significant 
change in feed rate (300 cdmin to 1080 d m i n )  there is only a slight change in conversion and 
selectivity. Methane conversion remained primarily between 65 and 75%. CO selectivity 
remained around 90% and hydrogen selectivity remained primarily around 70%. Once again 
oxygen conversion was 100% in all cases. 

Although methane conversion is slightly lower in the membrane reactor than in the fixed bed 
reactor, the membrane reactor is the preferred reactor due to the safety factor. Complete oxygen 
conversion is achieved indicating that the possibility of oxygen rich mixtures, and therefore the 
possibility of explosion, is negligible. Most industrial reactors are operated well below optimal 
yields for safety reasons, and a 5% drop in conversion is acceptable if a safe operating 
environment is assured. 

Further experiments were conducted in the membrane reactor in an attempt to increase 
methane conversion. As soon as a safe reactor configuration had been developed, it was desired 
to determine if the yields could be improved within this system. The operational variable on 
which syngas production was most dependent was the methandoxygen feed ratio. Because the 
methane and oxygen feeds are kept separate until contacting the catalyst, the partial oxidation 
reaction could be studied at lower methaneloxygen feed ratios. Table 3 shows the effect of the 
methandoxygen feed ratio in the membrane reactor using 60 mg of catalyst. 

Methane conversion varies from as high as 64% at the lower ratios to as low as 44% at the 
higher ratios. Hydrogen and CO selectivities vary from 22 and 67% at low ratios to 82 and 90% 
respectively at high ratios. However, even at low methandoxygen ratios, oxygen conversion 
remains at 100%. 

The important result obtained is that both CO and hydrogen selectivities were lower at the 
lower feed ratios, particularly when the ratio is less than 2/1. The hydrogen selectivity falls 
below 25%. and the CO selectivity falls below 70%. This is an indication that the partial 
oxidation reaction is no longer dominant, and the complete combustion reaction begins to occur. 
This effect can be explained by the fact that at the lower feed ratios, more oxygen is available to 
form carbon dioxide and water. At higher feed ratios, the concentration of oxygen is low and 
hence methane reacts to form CO instead of CO2. 

The decreasing of temperature would Seem to justify the above conclusion. At lower feed 
mtbs, the temperature is significantly greater than at the higher ratios. At feed ratios less than 
2/1, the steady state tem rature rises above 700OC. but at ratios greater than or equal to 2/1 the 
temperature is in the 5$ C range. The higher temperature can be accounted for by the reaction 
of hydrogen and oxygen to form water and the occurrence of complete combustion which has a 
higher heat of reaction than partial oxidation. In addition, as methane conversion decreases the 
heat generated decreases and the temperature decreases. 

The effect feed ratio has on methane conversion is interesting. Although 100% conversion of 
oxygen is achieved at low feed ratios, methane conversion levels off at 64%. This is not 
expected because as the concentration of oxygen increases higher methane conversions would be 
expected due to the fact that oxygen was the limiting reagent in all experiments. Additional 
oxygen should result in higher conversions, but instead results in more of the reacted methane 
behg converted to C@ and water. At higher feed ratios, the reactor operates as expected as the 
methane conversion begins to decrease. 
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After it had been determined that the conversion could not be significantly increased by 
varying the operational parameters of the membrane reactor, an attempt was made to increase 
conversion by allowing the unreacted methane to participate in another reaction. For this 
purpose a new, double bed reactor was designed to allow for a second catalyst bed and a third 
reactant feed downstream from the f m t  catalyst bed. 

The double bed reactor is identical to the membrane reactor in the upper pottion allowing for 
autothermal behavior of the partial oxidation reaction. The difference is that an additional quartz 
tube is placed concentrically inside the quartz reactor shell downstream from the first catalyst 
bed. At the top of the additional tube is a quam cross which serveS the purpose of supporting a 
second catalyst bed. The quartz tube is open at both ends allowing for an additional reactant to 
be fed over the second catalyst bed and downstream from the first catalyst bed. 

The reaction chosen for the second bed was the dry reforming reaction. The hypothesis was 
that the unreacted methane from the partial oxidation reaction would react with carbon dioxide 
which would be added downstream and over the second catalyst bed. The dry reforming reaction 
is very endothermic, but an enormous amount of heat is evolved from the reaction in the fvst bed 
and the original hypothesis was that the heat from the fmt bed reaction could be used to drive the 
reaction in the second bed. 

Initial results indicated that feeding carbon dioxide downstream would increase methane 
conversion, but only slightly. The reason was that the fmt  catalyst bed did not provide enough 
heat to sustain the very endothermic dry reforming reaction over the second catalyst bed. It was 
observed that the temperature of the second catalyst bed decreased upon introduction of carbon 
dioxide to the reactor. This indicates that the dry reforming reaction does occur, but there is not 
enough heat available to sustain the reaction. 

It was then decided to continue to feed carbon dioxide downstream from the first bed. but to 
increase the temperature of the second bed to provide enough heat for the dry reforming reaction. 
In this experiment, 60 mg of the Rh catalyst were used in both beds and the methane, oxygen and 
carbon dioxide feed rates were maintained at 500,250 and 60 cc/min respectively as the second 
bed temperature was increased. Table 4 shows the effect of the second bed temperature on 
conversion and selectivity. 

The results indicate that high methane conversions can be achieved while maintaining high 
CO and hydrogen selectivities. At a second bed temperature of 700°C, methane conversion 
reached 83% with CO and hydrogen selectivities of 85 and 64% respectively. These high syngas 
yields have been obtained in a reaction environment which is safe and could be modified for 
industrial use. 

In addition, further studies with the double bed reactor indicate that both catalyst beds can be 
operated autothermally if oxygen is used as the downstream feed instead of carbon dioxide. In 
this case, the second bed temperature rapidly increases upon introduction of the downstream 
oxygen feed. This indicates that a second ignition occurs in the reactor and that both beds 
operate autothermally. 

The double bed reactor served the purpose of increasing conversion, but there was still no 
explanation for the fact the operational parameters had little effect on conversion and selectivity 
in the fixed bed and membrane reactors. It was not until theoretical reactor simulations were 
conducted that the m n  became clear. 

The theoretical model is similar to the elementary step model proposed by Hickman and 
Schmidt (5). and is used to evaluate results from the fixed bed reactor. The mechanism consists 
of twenty-one elementary steps which are combined with the reactor mass balances. All of the 
kinetic parameters used in the model are taken from previous studies. The only modification is 
that the activation energy for CO desorption was lowered due to the fact that the CO surface 
concentration was significantly higher than the other species. Lowering the activation energy 
can be justified by previous studies that report the activation energy will decrease at higher 
surface concentrations. (5.6) At this lower value of the activation energy for CO desorption, the 
model results adequately matched the experimental data. 

After comparing the model results to the fixed bed experiments, a parametric sensitivity 
study was conducted. The study indicated that an increase in methane conversion requires and 
increase in the rate of methane adsorption and a dec- in oxygen adsorption. The sensitivity 
study also indicated that CO desorption is one of the rate determining steps and that the dry and 
steam reforming reactions have little effect on conversion and selectivity at these conditions. 

The model also predicts that most of the reaction occurs in a very narrow region near the 
entrance of the bed, with the rest of the bed contribution being relatively small. In addition, all 
of the oxygen is consumed by the midpoint of the bed. This would explain the lack of sensitivity 
of the frxed bed experimental results to changes in operating variables, 
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Although the model results are for a fixed bed reactor, certain conclusions about the 
membrane reactor can be drawn. A reasonable assumption is that the profiles near the membrane 
tube wall are similar to the entrance of the fixed bed reactor. This would indicate that all of the 
oxygen is consumed near the membrane wall and most of the reaction occurs in this region. This 
would explain why varying the operating conditions would not result in an increase in methane 
conversion. All of the oxygen is consumed near the membrane wall and therefore any methane 
that flows near the outer portion of the reactor will not be converted. To further study the 
profiles and performance of the membrane reactor, a two dimensional reactor model is now 
under development 

In summary, very promising results have been achieved in this study. High conversions and 
selectivities to syngas have been achieved in the membrane reactor. In addition, the reaction is 
carried out in safe and economical environment without the explosive problems which exist in 
previous reports. Future possibilities involve the study of the oxidative dehydrogenation of 
alkanes, which is a very important reaction at the industrial level. 
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ABSTRACT 
High surface area group V and VI transition metal carbides, synthesised by temperature 
programmed reduction of the metal oxides with methanehydrogen, have been tested as catalysts 
for the dry reforming of methane with carbon dioxide and partial oxidation of methane with air. 
Mo,C and WC were stable and highly active catalysts for these reactions at elevated pressure, 
while they deactivated at ambient pressure. The product distribution obtained was close to that 
predicted by the thermodynamic equilibrium, except that no carbon formation was observed on 
the catalyst surface. The carbides of niobium and tantalum deactivated, even in the dry reforming 
reaction at elevated pressure, due to their greater tendency towards oxidation. 

INTRODUCTION 
Synthesis gas (carbon monoxide and hydrogen) is an extremely important intermediate in 

the production of many chemicals, for example Fischer-Tropsch synthesis of hydrocarbons (e.g. 
in the Shell middle distillate process or at SASOL) and alcohols [I-31, ammonia synthesis (Fe 
catalysts) [4], methanol synthesis (CulZnO/Al,O,) [5,6], and hydroformylation (homogeneous Rh 
catalyst) [7], and is also used in the reduction of iron ore. Of these many products, methanol, and 
higher alcohols, are often discussed as environmentally friendly fuel alternatives [8], while the 
development of hydrogen for use as an alternative fuel or in fuel cells is currently receiving much 
attention [9]. 

At present, synthesis gas is produced in great quantities from methane, mainly by the 
highly endothermic steam reforming process ( I ) ,  and to a lesser extent by endothermic dry 
reforming with carbon dioxide (2); an alternative route is via the exothermic partial oxidation 
reaction (3). 

CH, + H20 -+ CO + 3 H, 
CH, + C 0 2 + 2 C O + 2 H ,  
CH, + %02 -+ CO + 2 H2 

+206 kJ mor' 
= +247 kJ mol-' 

AH',,, = -38 kJ mol" 

Currently, nickel catalysts are employed industrially for both the steam reforming and dry 
reforming reactions [IO], while partial oxidation is carried out autothermally [ll].  However, 
since nickel also catalyses the carbon deposition reactions, methane decomposition and CO 
disproportionation (Boudouard reaction), an excess of oxidants is needed in order to prevent 
catalyst deactivation and blockages in the reactor tubes; this results in the production of synthesis 
gas with product ratios that are not optimal for further conversion downstream [10,12]. 
Alternative catalysts are the supported noble metals [13-181, or sulphur passivated nickel [19], 
both of which have been shown to exhibit kinetic resistance to carbon formation at or near 
stoichiometric reactant ratios; however, their application has been limited by the unfavourable 
economics and scarcity of the former, and the low activity of the latter. 

In the past two decades, it has been shown that some transition metal carbides and 
nitrides, particularly those of group VI, possess catalytic properties similar to the noble metals 
[20-221. Since the group VI transition metals are abundant and relatively cheap, it has been 
suggested that they can replace the scarce and expensive noble metals for a number of catalytic 
applications. Initial problems centred on the synthesis of high specific surface area (SJ materials 
suitable for use as catalysts. However, following the publication of a number of methods for the 
synthesis of metal carbideshitrides with S, 5 220 m2 g-' [23-251, it was shown that these 
materials were active for a number of catalytic reactions, including alkane isomerization, 
ammonia synthesis, and Fischer-Tropsch synthesis, to name only a few [26]. 

In this paper we present the results of methane dry reforming and partial oxidation over 
the group V and VI transition metal carbides. We have found that the high surface area carbides 
of molybdenum and tungsten, under stoichiometric reactant feeds and elevated pressure, are 
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stable and highly active catalysts for these reactions; no carbon formation was observed over the 
carbide surface during the reactions. 

EXPERIMENTAL 
Catalvst Svnthesis and Characterisation 

The high surface area metal carbide materials were prepared using the temperature 
Programmed reduction method pioneered by Boudart and co-workers [23]: briefly the low surface 
area metal oxide powder was heated in flowing 20% CH4/H2 mixture from room temperature to 
1000-12233, depending on the oxide (discussed later), at 1 K min.'. Normally the catalysts were 
Prepared in situ and tested immediately. The post-synthesis high surface area carbides are readily 
and exothermically oxidised by air at room temperature and, therefore, passivation in flowing 1% 
02M2 for 10 hours at room temperature was carried out before exposure to the atmosphere and 
characterization. Crystalline components of the materials were identified by X-ray diffraction 
0) using a Philips PW1710 diffractometer with Cu-Ka radiation. 

Catalvst Testing 
The apparatus used in this work was a modified version of the commercial Labcon 

microreactor described previously [27]. The reactor was built using 1/8" and 1/16" 0.d. 316 
stainless steel tubing and 3 16 stainless steel Swagelok fittings throughout. The catalyst sample 
was placed between two quartz wool plugs in the centre of a 4 mm i.d. silica tube and inserted 
into a vertical Severn Science tube furnace, heated to the required reaction temperature and 
controlled from a Eurotherm 905 temperature controller. For safety reasons, in experiments 
carried out at elevated pressures the silica tube was placed inside a steel tube. Inlet gas flow rates 
were controlled using Brooks 5850TR mass flow controllers, and the exit gas stream from the 
reactor passed through a Tescom two stage back-pressure regulator to allow elevated pressure 
experiments to be carried out. All the pipework was heated to prevent condensation of the 
products. 

Product analysis was carried out using a Hewlett-Packard 589011 gas chromatograph, 
fitted with both a thermal conductivity detector, and a methanator/flame ionization detector. 
Separation of the products was achieved using a 3m Porapak Q packed column, with argon carrier 
gas. In all cases stoichiometric gas mixtures were used and carbon balances were better than 
97%. 

RESULTS AND DISCUSSION 
Svnthesis and Characterisation 

Synthesis of the metal carbides was carried out using temperature programmed reduction 
with CH4/H,, as mentioned above, and it was noticed, by monitoring the effluent gas by real-time 
mass spectrometry, that the final temperature needed for complete formation of the carbide varied 
from 1023K for molybdenum carbide to 1223K for tantalum carbide; this is due to the relative 
reducibility of the oxides. 

Some of the characterising data obtained for the metal oxides and metal carbides studied 
are presented in Table 1. The metal carbide phase formed was determined by XRD of passivated 
samples; the structures were identified by comparison with the literature [28]. No metal oxide 
could be seen in any of the diffraction patterns, showing that the passivation method only results 
in the oxidation of the surface of the carbide samples, while the bulk remains unaffected. N, BET 
of passivated metal carbide samples confirmed that high surface area materials had been 
synthesised. 

Methane Drv Reformine with Carbon Dioxide 
The results obtained for the dry reforming of methane with carbon dioxide over bulk 

NbC,, TaC,, P-Mo2C and a-WC, as well as over bulk SIC, are presented in Table 2. The silicon 
carbide (Norton Materials UK) used here had a low surface area (*1 m2 g'), and had very low 
catalytic activity for the dry reforming reaction. Indeed, at 1223K, the methane and carbon 
dioxide conversions were only 13.3% and 3.4% respectively, while at 1373K the conversions 
were much higher, due to the important role of autothermal processes. Thus, it can be concluded 
that the autothermal contribution is minor at or below 12233, i.e. in the temperature range used 
for the catalytic study of the carbides. 

The results obtained for Mo,C and WC, presented in Table 2, are extremely similar to 
those expected from thermodynamics, demonstrating that these materials are efficient catalysts 
for methane dry reforming; in contrast, NbC, and TaC, gave relatively low conversions and 
yields, except when the temperature was increased to 1373 K. This indicates that the carbides of 
niobium and tantalum are formed, but that they are only stable at very high temperatures (and 
probably higher pressures). Indeed, Figure 1 shows that Mo2C is the most stable of the carbides 
tested, while NbC, and TaC, deactivated rapidly at 1223K; NbC, was stabilised to some extent at 
1373K, but the high H,/CO ratio given in Table 2 indicated that carbon formation was occurring 
at this high temperature, probably via autothermal reactions. The stability of WC was found to be 
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extremely similar to that of Mo,C under the conditions employed here (not shown), with no 
deactivation observed for > 72 h on stream at 8 bar and 1223 K. Further, Figure 1 shows that 
elevated pressures are required to stabilise the catalysts. Powder XRD of post-catalytic P-Mo,C 
samples demonstrated that the deactivated sample contained a large amount of MOO,, which has 
only a very low activity for methane dry reforming, while the stabilised catalyst had only peaks 
due to the starting carbide. The reason for the deactivation of the NbC, and TaC, samples is that 
these materials are less stable than the carbides of Mo and W, as borne out by the higher 
temperature needed to synthesise the carbide; this means that, under the equilibrium conditions 
existing during the reaction, oxidation of NbC, or TaC, proceeds more readily than recarbidation. 

Since carbon formation is a well known problem in methane dry reforming, post-catalytic 
samples of P-Mo,C and a-WC were studied by high resolution electron microscopy (not shown). 
No carbon deposits were observed on the catalyst surface, even under our stoichiometric reactant 
feeds; this compares favourably with the results published previously for commercial nickel 
catalysts [29]. 

Methane Partial Oxidation with Air 
Table 3 shows the results obtained for the partial oxidation of methane with air, over 0- 

Mo,C and a-WC. Oxygen conversion was essentially 100% for all the experiments. As before, 
when the oxidation reactions were carried out at ambient pressure the catalyst deactivated by 
forming MO,, although the deactivation occurred much more quickly in the presence of air than 
was the case with carbon dioxide, meaning that an initial activity could not be obtained. 
However, when the partial oxidation was carried out at elevated pressure the catalyst activity was 
stabilised, and no deactivation was observed for the duration of the experiments (> 72 h), as 
shown in Figure 2 for P-Mo,C. Post-catalytic XRD of the samples showed that no phase changes 
had occurred, and that no MO, or MO, had been formed during the reaction. This is particularly 
important in the case of molybdenum, since the formation of MOO, at these high temperatures 
would lead to loss of catalyst by vaporisation, or movement of the catalyst along the reactor tube. 
HRTEM of the postcatalytic samples indicated that no carbon deposition had occurred on the 
catalyst surface during the reaction. 

The effect of temperature and pressure on the product distribution was determined using a 
P-Mo,C catalyst, at temperatures between 1073 K and 1223 K and at pressures varying from 3 to 
12 bar; the results obtained are presented in Figures 3a and b. As the temperature was increased 
or the prcssure decreased, the conversion of methane and selectivity to carbon monoxide 
increased; these trends can be predicted from thermodynamic calculations, and demonstrates that 
the carbides are efficient catalysts for this reaction. 

I 

I 
I 

CONCLUSIONS 
We have found that high surface area molybdenum and tungsten carbides are stable 

catalysts for the stoichiometric carbon free reforming of methane with carbon dioxide and air at 
elevated pressure. These materials are much cheaper than the platinum group metals, e.g. MOO, 
is 2000 times cheaper than platinum [30], so they may be useful alternatives to conventional 
industrial catalysts for synthesis gas production. Methane dry reforming with niobium and 
tantalum carbides showed that these materials are less stable, although niobium carbide was 
stabilised when very high temperatures were used. 
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TABLES 

Table 1. Some characteristics of the metal carbides synthesised by CH, TPR. 

CH, TPR synthesis 
Precursor Carbide phase Structure Final T / K S, / m2 g.’ 

Moo, P-Mo,C h.c.p. 1023 91 

Nb205 Nbcx f.c.c. 1173 62 
wO1 a-WC h.c.p. 1153 39 

T@, TaC, f.c.c. 1223 54 

x = 0.70-0.99 [NbC,] and [TaCJ. 

Table 2. Results for the dry reforming of methane over the group V and VI transition metal 
carbides (GHSV = 2.87 x IO’ h-’, CHJCO, = 1). 

Catalyst T / K  P/bar  C[CH,]/% C[CO,]/% Y[CO]/% H2/C0 
Sic 1223 8.0 13.3 3.4 8.1 

1373 8.0 76.3 75.2 75.7 0.90 
NbC, 1223 8.0 67.6 77.3 72.4 0.82 

1373 8.0 83.7 96.3 90.0 1.33 
TaC, 1223’ 8.0 54.7 61.5 58.1 0.67 
P-Mo,C 1123 1 .O‘ 92.4 92.5 92.5 0.93 

1223 1 .o‘ 98.8 95.9 95.9 0.92 
1123 8.3 62.5 75.9 69.5 0.78 
1223 8.3 83.3 89.5 86.5 0.88 

a-WC 1123 1 .o+ 92.0 93.1 92.6 0.94 
1123 8.3 62.7 75.4 68.6 0.79 

’ catalyst deactivates; * initial result could not be obtained. 

Table 3. Results for the partial oxidation of methane over molybdenum and tungsten carbide 
catalysts (T = 1173 K, GHSV = 5.25 x 10’ h’, CHJair =2/5). 

Catalyst P I bar C[CH,]/ % S[CO]/ % S[CO,]/ % HJCO 

a-WC 8.7 89 90 10 2.05 
P-Mo~C 8.7 88 92 8 2.02 
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FIGURES 
Figure 1. Stabilities of the transition metal carbides for methane dry reforming (CH,:CO, = 1: 1). 
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Figure 2. Lifetime study of P-Mo,C for the methane partial oxidation reaction at 8.7 bar (T = 
1173 K, GHSV = 5.25 x 10' K', CHJair =2/5). 
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Figure 3a. Effect of temperature on the partial oxidation of methane over P-Mo,C 
GHSV = 5.25 x 10' El, CHJair =2/5). 

(8.7 bar, 

Figure 3b. Effect of pressure on the partial oxidation of methane over P-Mo,C (1 173 K, GHSV 
= 5.25 x lo' h-I, CHJair =2/5). 
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The present total dependence on oil supplies for our transportation systems is the major cause of air 
pollution in the growing urban areas of the world, and is clearly unsustainable into the future. The 
societal will to seek changes in this system is evidenced by the passage of stringent clean air standards 
that require clean alternative fuels. Emerging trends suggest that we will gradually move from this oil- 
dependent system to a transportation system that favors cleaner fuels such as natural gas in the near term. 
For the longer term, our aim will be to use pollution-free fuels derived from renewable resources. At the 
same time, there will also be a shift from the rather inefficient internal combustion (IC) engine that has 
dominated our automotive systems to highly efficient, electric motors. The combination of new fuels and 
new engines to use them, will ultimately produce a new transportation system built entirely on 
sustainable energy. 

Because hydrogen can be produced cleanly from renewable energy resources, and used virtually without 
any pollution, it may prove to be the ideal energy carrier in the future automobile systems. A plausible 
strategy for the transition to hydrogen, that is widely subscribed to in the international hydrogen energy 
community, could involve the initial replacement of present day gasoline and diesel with natural gas, 
followed by the gradual introduction of hydrogen, which is similar to natural gas in the practical aspects 
of distribution, transfer and storage. 

The key feature of past energy transitions has been the progressive move toward fuels containing less 
carbon and more hydrogen; witness the shift from dried wood which is mostly carbon (10% hydrogen), to 
coal (38% hydrogen), oil (64% hydrogen), and natural gas (80% hydrogen). The transition to hydrogen 
merely continues this pattern. The energy content of the fuels increases as the percentage of hydrogen 
increases. The shift to fuels containing less carbon has lessened air pollution over the past century (per 
pound burned). Particulates and carbon dioxide from oil burning are significantly lower than that from 
burning coal to release the same amount of energy. The shift to natural gas will cut this further and with 
hydrogen totally eliminated. 

International Hydrogen Activities 

Driven by concerns about oil dependence, and air quality, and recognizing the benefits of a hydrogen- 
based transportation energy system, over 30 countries worldwide, have active R&D programs underway 
in hydrogen energy applications. Major programs are being undertaken in Japan, the U.S. and Germany. 
Except for space applications which the U S .  leads, the leadership in hydrogen R&D centers in Japan and 
Germany. Japan has the most ambitious hydrogen energy R&D program called World Energy Network 
(WE-NET) which is a $2 billion effort over twenty-eight years (1993-2020). Germany has been the 
leader in hydrogen vehicle applications, and second to Japan in total spending on hydrogen R&D. The 
US. comes in third, followed by Canada, where the province of Quebec has undertaken a major program 
aimed at looking at harnessing its vast hydroelectric power resources to make liquid hydrogen for export 
to Europe. 

In Germany, the birthplace of the automobile, Daimler-Benz and BMW have pioneered the development 
of hydrogen-fueled vehicles for over two decades. Daimler-Benz has developed hydrogen IC engines for 
cars and vans, using metal hydrides for onboard storage of hydrogen. and operated fleets of vehicles in 
Berlin. More recently their efforts have shifted to buses with liquid hydrogen stored onboard. Several 
buses are being built in conjunction with bus manufacturer MAN for operation in urban transit, and 
airport shuttle bus service. A joint German - Russian team including Daimler-Benz Aerospace and 
Tupolev are in early stages of development of a liquid hydrogen airplane called “Cryoplane”. Perhaps 
the most exciting development at Daimler-Benz has been their unveiling in May 1996 of their second 
generation hydrogen fuel cell passenger minivan called “NECAR 2” with hydrogen stored onboard as 
compressed gas. The first prototype NECAR 1 a research vehicle had been unveiled only in 1994. This 
development program is clearly proceeding at an accelerated pace at Daimler-Benz. The next prototype 
NECAR 3 is expected to be a new small sedan. 

\ BMW has also been active in hydrogen car developments since about 1979. The focus of BMWs efforts 
have been centered on liquid hydrogen from the start. BMW has developed 6 generations of cars capable 
of mnning on either gasoline or hydrogen. In conjunction with German hydrogen suppliers, they have 
significantly improved the insulating efficiency, and compactness of onboard liquid hydrogen storage 
tanks. They have also reduced fueling times from about 1 hour down to about 15 minutes. Now they are 
developing robotic fueling systems to fully automate the transfer of liquid hydrogen to the car. BMW 
also participates in a consortium that is conducting a solar-hydrogen demonstration project in Germany. 
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This facility is an integrated project that produces hydrogen via water electrolysis from solar generated 
electricity. 

In Japan, active hydrogen vehicle projects are underway at Mazda, Toyota. Honda, and Musashi Institute 
of Technology. Mazda’s work has been on hydrogen-fueled IC rotary engines using metal hydrides to 
store hydrogen onboard the vehicle. Toyota unveiled their first hydrogen fuel cell car in October 1996. 

The US. Department of Energy has been researching the potential use of hydrogen as an energy carrier 
and fuel since the early 197Os, following the OPEC oil embargo. Originally, the driving force behind this 
program was the National need to develop a domestic, sustainable energy base. Basic R&D was 
conducted at a low level of funding ($0.5- 1 .O million) throughout the 1980s. However in 1990 the US. 
Congress enacted into law the Spark Matsunaga Hydrogen Research, Development, and Demonstration 
Act (P.L. 101-566) which revitalized the then existing Hydrogen Program. The Energy Policy Act of 
1992 (P.L.102-486) further supplemented the Matsunaga Act. These actions have resulted in a National 
Hydrogen R&D program under the management of the DOE which has a current budget of $15 million 
per year. A new Hydrogen Futures Act of 1996 (P.L. 104-271) was recently enacted authorizing 
expenditures of $150 million between 1997 and 2001 for hydrogen R&D and demonstration programs. In 
addition to the Hydrogen Program, DOE supports other hydrogen related programs including work on 
fuel cell technologies to the tune of $100 million per year. 

In addition to the federal program, several state and regional government bodies have also initiated 
hydrogen vehicle programs of their own including the South Coast Air Quality Management District 
(SCAQMD) in Southern California, the California Air Resources Board (CARB), Cities of Palm Desert, 
Palm Springs, and Denver, New York State Energy Research and Development Authority (NYSERDA), 
Pennsylvania Energy Office (PEO), and others. 

Hydrogen Transportation Demonstration Programs 

In the area of hydrogen vehicles, active programs are underway in IC engines, IC engine-electric hybrids, 
and fuel cell engines. These programs represent a progression of increasingly more economically and 
technically challenging options for the transition of hydrogen into the transportation fuel marketplace. 

Hythane’ 

From the earliest days of combustion science, experiments have established that hydrogen has a strong 
influence on the combustion of natural gas and other hydrocarbons. More recently, Hydrogen 
Components Inc., of Colorado has been actively promoting the use of dilute concentrations of hydrogen 
(10-20 Vol%) blended with natural gas in IC engines. They have registered the trademark Hythane’, and 
hold a patent on the application of Hythane in IC engines. 

It has been shown in laboratory and on-the-road testing that this small level of hydrogen addition to 
natural gas in IC engines results in reducing levels of carbon monoxide (CO) and oxides of nitrogen 
(NOx) emissions from these engines an additional 50% over that achieved with “straight” natural gas. 
The economic rationale for such an approach involving small additions of expensive hydrogen to cheap 
natural gas relates to the fact that significant leverage in emissions reduction is achieved, i.e., 
disproportionately greater than the amount of hydrogen added. Such an approach faces a smaller 
economic hurdle in achieving the benefits of clean air and is more likely to.be favorably received by the 
consumer. 

The Hythane application has been developed and tested for gasoline (stoichiometric engines) and diesel 
type (lean burn) engines’. Several test and demonstration programs have been conducted in Denver, 
Colorado, Erie, Pennsylvania, and Montreal, Canada on small fleets of utility service vehicles and urban 
transit buses. In these programs optimal hydrogen additions were determined to be between 15-20 ~01%. 
In the case of buses operating on a modified Cummins L-IO engine with natural gas, it was observed that 
as the hydrogen additive was increased from 0 to about 20 vol% (7% by energy content) the NOx 
emissions steadily decreased by about 43% due to the ability to operate the engine more fuel lean and 
also with less spark advance while maintaining the non-methane hydrocarbons emissions constant. 
Increasing hydrogen content above 20 vol% caused the NOx to increase after adjusting the engine to 
maintain the same hydrocarbon emissions as the baseline. A 43% NOx reduction with a 7% by energy 
content hydrogen addition represents a leverage factor of greater than 6. Similarly in tests with gasoline 
(stoichiometric) engines with three-way catalysts indicated that hydrogen addition to natural gas 
dramatically reduced CO but increased NOx. However by tuning the engine to operate slightly richer 
than the baseline operating conditions, it was seen that some of this CO advantage could be sacrificed for 
significantly lower NOx emissions. Thus tests done in Denver demonstrated that it is possible to operate 
with Hythane containing 15 vol% hydrogen (5% by energy content) and reduce both CO and NOx to 
about 50% of the baseline values. 

A cost analysis for a 500 vehicle fleet operating on Hythane (5% hydrogen by energy content) based on 
current liquid hydrogen pricing indicated that Hythane price would be quite competitive with regular 
unleaded gasoline at about $1.13 per gallon gasoline equivalent*. 
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I Hydrogen IC Engines 

A further enhancement of emissions reduction can be obtained by burning pure hydrogen in IC engines. 
As stated previously, this has been the subject of detailed investigation by Mercedes-Benz and BMW for 
quite some time. The approach is to use hydrogen in lean burn engines. Since the lean burn limit of air 
breathing hydrogen engines is so much greater than hydrocarbon fuels. it is possible to operate at very 
lean conditions and reduce NOx emissions to extremely low values. This is often accompanied by very 
low levels of CO emissions emanating from the combustion of traces of lubricating oils used in the 
engines. In the US .  a demonstration program lead by Clean Air Now and Xerox Corporation operates a 
fleet of four service vehicles on hydrogen generated from solar energy at a fuel station in Los Angeles. A 
similar effort is underway in University of California’s Riverside campus. 

An improvement on this concept is the hydrogen hybrid electric vehicle which takes advantage of high 
efficiency electric drive trains and the low emissions of hydrogen IC engines. The concept involves the 
use of relatively small IC engines operating on hydrogen to power electric generators that charge 
batteries. The IC engine is sized to match the average power requirement of the vehicle and hence 
operates continuously at or near its optimum efficiency. The battery is sized to accommodate the peak 
power surge requirements. This reduces the weight of batteries needed for a given range and gives the 
vehicle rapid fueling capability. The hybrid electric vehicle is being actively developed for both 
hydrocarbon fuels and hydrogen. A hydrogen hybrid electric bus is currently undergoing testing in 
Atlanta by the Westinghouse Savannah River Company. This bus is slated to be put in transit service in 
Augusta, Georgia following this test program. 

Hydrogen Fuel Cell Vehicles 

Perhaps the most attractive energy conversion technology that uses hydrogen in a zero-emission vehicle 
is the fuel cell. Although fuel cells were first invented some 150 years ago, only recently has their pace 
of development accelerated dramatically. Major automobile manufacturers in the US., Europe and Japan 
all have major development programs underway in an attempt to bring this technology to the market early 
in the next century. In the U.S. the joint program between the federal government and the “big three’’ 
auto manufacturers is actively developing fuel cell cars under the Partnership for a New Generation of 
Vehicles (PNGV) program. 

While fuel cell cars are still under development, hydrogen fuel cell buses are becoming a reality and 
small fleets (3-4 buses at each location) will begin operation in Chicago, and Vancouver, British 
Columbia in 1997. The Canadian company Ballard Power Systems has developed the propulsion 
systems for these buses using their Proton Exchange Membrane (PEM) fuel cell technology. Hydrogen 
refueling stations at the bus depots are being built to deliver and store hydrogen onboard the buses at 
3,600 psi. The hydrogen will be delivered to these sites as liquid and pumped to high pressures using 
cryogenic liquid pumps. The stations are being designed for fueling a bus in about 15 minutes. 

Hydrogen Fuel Supply 

In the future, a truly zero emission transportation system could be based on hydrogen produced from 
renewable energy resources such as solar, wind, geothermal or biomass. However, renewable hydrogen 
production processes are still in the early stages of development and can not compete with current 
hydrogen production technologies. As the various hydrogen vehicle technologies rapidly progress 
towards commercialization, the ready availability of competitively priced hydrogen will be critical to 
their near term success. The perceived lack of a hydrogen fuel supply infrastructure could be the major 
barrier to the use of hydrogen in the transportation sector. Some major automobile companies such as 
Chrysler, Dairnler-Benz, General Motors, and Toyota have decided to develop onboard fuel processors to 
generate the hydrogen required for their fuel cell vehicles from methanol or gasoline. However, it is 
entirely feasible to ensure an adequate hydrogen fuel supply system, at all stages of the evolution of 
hydrogen utilization technology, by adapting current industrial hydrogen production and distribution 
technologies. 

\ 

About 40 million tons of hydrogen are commercially produced and consumed per year around the world. 
The energy content of this hydrogen is about 5 quadrillion British Thermal Units (BTU) or slightly more 
than 1 percent of the world’s energy demand. About 95% of the IO million tons per year of hydrogen 
produced in the U.S. is consumed “captively” within the producing facility to refine oil, or to produce 
ammonia and methanol. The rest is produced by a few industrial gas companies, and supplied to 
customers as a gas in high pressure cylinders and via pipelines, or as a liquid via over-the-road cryogenic 
tankers. This so called “merchant” hydrogen is used to manufacture specialty chemicals; to hydrogenate 
fats and oils; for reducing atmospheres in the manufacture of metals, glass and semiconductors; and as a 
coolant for large electric power generators. The only significant transportation fuel application of 
hydrogen - about 0.1% of the production - is as a rocket fuel, e.g.. to launch NASA’s Space Shuttle. 
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Practically all hydrogen is manufactured today, directly or indirectly, from fossil fuels. The most common 
commercially practiced technologies include: steam reforming of light hydrocarbons, partial oxidation of 
heavy oil, recovery from off-gases from the chlor-alkali industry, and refining and petrochemical 
processes, electrolysis of water, and methanol reformation. 

The merchant hydrogen business in the U S .  is supported by well developed transportation and storage 
systems. Hydrogen is transported and stored as a gas, or liquid depending upon the distance from the 
user’s location to the production plant, and usage rates and patterns, i.e., whether continuous or 
intermittent. Practically all commercial applications require the hydrogen in gaseous form, thus even 
when hydrogen is delivered and stored as liquid, it is vaporized at the customer’s site prior to use. “Bulk” 
gaseous hydrogen is usually more expensive to store and ship than an equivalent amount of liquid 
hydrogen. particularly for distances greater than about 100 miles from the hydrogen production plant. 

Among the various options being considered for storing hydrogen on-board the vehicle, perhaps the most 
challenging, from a fueling system design viewpoint, is high pressure gas at about 3,600 - 5,000 psi. The 
desired refueling times of about 10-15 minutes can be readily achieved with modifications tocurrent 
commercial high pressure liquid hydrogen pumping systems. Fleets of up to 100 transit buses or 4,500 
personal automobiles can be readily supported with liquid hydrogen deliveries and transferred at high 
pressure to the on-board tanks using special liquid hydrogen pumps followed by vaporization. Several 
high pressure hydrogen fueling systems for experimental fleets are currently being developed based on 
the significant experience gained in the design and operation of compressed natural gas fueling systems. 
The National Hydrogen Association is leading an effort to develop industry codes and standards for high 
pressure hydrogen fueling stations and onboard storage systems. 

Hydrogen Infrastructure Options To Support Fuel Cell Vehicles 

A recently completed study’, examined how current commercial hydrogen production and supply 
technologies could be adapted to supply fleets of fuel cell cars at individual fueling stations and the 
economics of these options. Each car required 12 Ibs. hydrogen stored onboard the vehicle as a gas at 
5,000 psi. A typical fuel station was designed to dispense 3 tons per day (TPD) of hydrogen, sufficient to 
refuel 500 cars per day. 

The following commercial options for hydrogen supply to the station were considered: . 
. 
. 

Table 
pump 

Hydrogen produced from natural gas in large scale remote steam reformer plants (30-300 TPD), 
is delivered as liquid up to a distance of 500 miles from the plant. 

Hydrogen produced from natural gas in large regional steam reformer plants (30-300 TPD) is 
delivered via gas pipelines within a radius of 30 miles of the plant. Fueling stations are spaced 3 
miles apart on the pipeline. 

Hydrogen is produced at the fuel station with a dedicated on-site plant (3 TPD) using natural gas 
steam reformer, heavy oil partial oxidation, or a methanol reformer. 

summarizes the results of this study and shows the capital investment, and hydrogen price at the 
without taxes) for these options. Hydrogen fuel can be supplied to the vehicle using current 

technologies at a cost ranging from $1-2 per Ib. depending on the scale of production. Taking into 
account the projection of a 2 to 3 times superior fuel economy of a fuel cell car over a gasoline car, the 
last column of Table 1 shows the maximum allowable gasoline price (without taxes) to provide the same 
cost per mile in an IC engine car as the fuel cell car. To compare this to a typical pump price for gasoline 
in the US.,  about 401 per gal should be added to these prices. With current regular unleaded grade 
gasoline prices at the pump in the U S .  at around $1.20 per gallon, this analysis indicates that several near 
term hydrogen production and distribution options are close to being competitive with gasoline on a cost 
per mile basis. 

., 

Development of a hydrogen fuel infrastructure similar to the familiar gasoline supply network, with fuel 
stations every few miles. in population centers across the US. is certainly many years into the future. 
Large investment in the production and distribution infrastructure are necessary to achieve the lower 
prices for hydrogen. This certainly dictates that such facilities will not be built until sufficient demand 
for hydrogen develops as hydrogen-fueled vehicle technology becomes well established and accepted by 
the public. Thus, the infrastructure to supply fuel cell vehicles with hydrogen will evolve with the start 
up and growth of this market in several stages: 

In regions where merchant hydrogen infrastructure exists, when a local market starts up with a small fleet 
of fuel cell cars, it would first be supplied by the current commercial distribution system via hauled-in high 
pressure gaseous hydrogen in tube trailers (to fuel about 20 cars per day) or liquid hydrogen (to fuel 20 - 
5 0 0  cars per day). As the fleet grows large enough to support the continuous operation of a small 
reformer, one would be built and liquid hydrogen from a large central plant used as a backup source, and 
to meet peak demands. As the market grows even larger it could be supplied by a large regional reformer 
via pipeline, with the excess capacity being liquefied for distribution to areas remote from pipelines. 
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In areas where merchant hydrogen is not readily available small on-site hydrogen plants would be built to 
support the fuel station. Recent activity in the area of small reformers for hydrogen production may result 
in the economic size of on-site plants being reduced from currently accepted sizes. In this connection, 
methanol reformers appear to offer significant advantage due to their relative simplicity and wide 
availability of methanol. 

Natural gas supplies would probably be sufficient to supply feedstock for hydrogen production for up to 
several million fuel cell cars, for several decades‘. In the longer term, other renewable hydrogen 
production methods such as biomass gasification, or solar energy could be phased in. 
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Table 1. Cost Analysis for Hydrogen Infrastructure to Supply Fuel Cell 
Automobiles 

’ Untaxed gasoline price to produce same cost per mile in IC engine vehicle as hydrogen in a fuel cell 
vehicle. The price range indicates different values for fuel economy based on two variants of the Federal 
Urban Driving cycle. 
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INTRODUCTlON 
Cine is one of a few countries where coal is used as  major energy source. Research 

and development of clean coal technology is especially important for China to solve the 
problems of environmental pollution and to increase supply of’liquid fuel espceially the 
unleaded high quality gasoline. It is well known that slurry Fischer -Tropsch synthesis 
technology (SFTST), which has the advantages on both technology and economics 
over traditional fixed process as  demonstrated by Sasol’s Slurry Phase Djstillate Pro- 
cess, is an advanced technology of indirect liquefaction of coal. Institute of coal chem- 
istry has developed SFTST on both catalysts and a micro-pilot unit (MPU) as well as 
chemical engineering since 1986. The present paper will summarized the StatUS and 
progress in R & D of SFTST. 

1 CATALYST 
One of the key problems in the development of SFTST is to provide a catalyst with 

high activity, ~ood selectivity and long catalyst life. Iron catalysts, which are not only 
hydrogenation catalysts, but also active water gas shift catalysts, are indeed the most 
promising one as commercial catalyst for SFTST. 

The catalysts used in our laboratory were prepared in a COntlIIUOUD multistage 
stirred precipitation reactor similar to those described by K61be1L1]. Preparation condi- 
tions of catalyst including precipitation temperature, pH value and promoters were ex- 
amined. Typical catalyst composition was 99. 5 Fe: 0. 5 Cu: 0. 29 K2O by weight. The 
pretreatment condition and synthesis results were shown in table 1. From both hydro- 
carbon yield and time an stream in table 1, it is evident that the synthesis results based 
on temperature - programmed method are better than those based on non -programmed 
method. P 2  pretreatment was preferred in the lone life test by considering the same ra- 
tio of Hz/CO in both pretreatment and synthesis. In order to understand the phase 
change during catalyst pretreatment, XRD analyses of fresh catalyst and Catalyst par- 
tially induced at the initial stage and the later Stage of pretreatment were compared and 
shown in Fig. 1. Crystal phase of a fresh catalyst is totally hematite ( a  - FetOa) as 
shown in Fig. 1 A ,  XRD of the catalyst partially induced at the initial stage of prerreat- 
ment a s  shown in Fig. 1 B indicated that magnetic iron oxide and Hagg carbide began to 
appear, but Hematite still existed. Fig. 1 C is XRD spectrum of the catalyst induced at 
the later stage of pretreatment. Hematite disappeared rotally and magnetic iron oxide 
and H u g  carbide were the dominant crystal phase. Above results are significant to 
judge the extent of pretreatment of catalysts. Three long life tests were conducted in a 
magnetically stirred 1L autoclave. The results are given in table 2. It is found that iron 
cntlaysta prepared had longer life time and thus they were applied in MPU for SFTST. 

2 MICRO - PILOT U N I T  
Schematic of MPU is shown in Fig. 2. After being purified and preheated to a giv- 

en temperature, syngas with relatively low H2/CO ratio (0. 5 - 1. 5) was bubbled 
through a slurry of unsupported precipitated iron catalysts suspended in wax medium in 
BCSR. The gas distributor was a porous sintered metal plpte. The catalyst used was 
the unsupported precipitated iron catalyst promoted by copper and potassium with a 
particle size less than 44pm. Suspended catalyst was separated from reactor - wax by 
sedimentation in the settling vessel. The catalyst was recirculated between the enlarged 
upper section and the bottom of the BCSR through a settling vessel and an 2L autoclave 
in sequence. Catalyst settling tests on the MPU demonstrated that CatdySt concentra- 
tions were 0.92wt% at 1301: and 0. 66wt% 20072 in the wax withdrawn from the sec- 
tion of the Settling vessel for the same settling time. It is clear that increasing settling 
temperature makes it easier to separate catalyst from the reactor - wax. On the other 
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hand, catalyst concentration in the reactor - wax approaches a constant value as sey- 
[ling time is extended. Therefore, a reasonable settling time.can be set up to raise the 
efficiency of the settling vessel. Operation of separation was conducted every twelve 
hours. The reactor - wax, in which catalyst concentration was maintained at  0.5 - 
0.8wt%, was regularly withdrawn through an overflow outlet. The enlargement of 
BCSR plays reducing the concentration of catalyst in the slurry entering the settling 
vessel, and the autoclave is used for the addition and activation of make -up  catalyst. 
F ig  3 shows variation of catalyst concentration in the reactor -wax with time on stream 
during the duration test lasted for over 1000h. The ranges of process variables were as  
follows: 260-280‘(: ( lst-stage)/320-340C (2nd-stage), 1.4-2.4MPa- 2.0NL/ 
gFe * h(1st -stage)/500 - 1000K1(2nd -stage) and ratio of HJCO 0.5 - 1.5. Mean 
results of the test were as follows: syngas conversion (once -through) 65.1% I yield 
of C? 100g/nm3 (CO+ HI), total hydrocarbon production > 350g/gFe. When CO - 
rich syngas was used, the yield of C$ was 11Qg/nm3(CO+Hz). Examples of matenal 
balances on a 12  hrs basis are given in table 3. Heat of reaction for FT syhthesis from 
heat balance at  28OC for 1st -stage BCSR is 2938. 5kJ/m3(CO+Hz), which is fairly 
consistent with 2829. BkJ/m’(COfHz) reported by farleyCz]and 3038.9kJ/m3(CO+ 
Hz) calculated by stoichemistry equation. During the duration test ,  catalyst samples 
were taken from 1st - stage BCSR at  various time on stream for Mossbauer spectro- 
scopic study of iron catalyst and the phase present in the samples were unchanged due 
to isolation of the sample surrounded with the reactor - wax from ambient. Fig. 5 
shows the corresponding phase composition of iron catalyst in BCSR run as a function 
of time. It is found that the fresh catalyst was 64% of a -Fez03 and 36% of SP+Fe3+ 
. The trend with time in the bulk phase r o m p i t i o n  of catalyst shows that while the 
extent of .reduction and carburization extent of iron catalysts increased with extending 
time on stream and approached to the steady state with reducing fraction of magnetite. 
This is in accordance with the results reported by Satterfield et. al. c31 for fused mag- 
netite catlaysts. It is therefore considered that slurry phase operation is favorable of re- 
duction and carburization of iron catalyst to keep catalyst activity and stability con- 
stant. 

The duration test demonstrated that the performance of operation in the MPU was 
satisfactory. Its temperature control, flow system and other equipment were reliable. 
Viscosity of slurry was basically constant throughout the test. The design of the slurry 
recirculation loop was reasonable with less loss of catalyst and stable operation. 

3 Support  s tudies  
3.1 

Equilibrium gas solubilities (C,) and volumetric liquid -side mass transfer coeffi- 
cients (kLa) were measured for hydrogen and monoxide in n -paraffin, n - octacosane 
and FT300 wax at various pressure (1.0 - 4. OMPa) temperatures (100 - 300C) ,  and a 
rotate speed of 800rpm in a 11. agitated autoclave. In the range of operating conditions 
investigated the relationships of gas equilibrium solubilities with temperature .and heats 
of solution were obtained as shown in table 4. The k1.n values for hydrogen and carbon 
monoxide in all, liquid used increased with temperature and pressure, but decrease with 
increasing liquid molecular weight as  shown in Fig. 5. 
3. 2 

Based on the data obtained from BCSR in MPU, the kinetic parameters of the Fis- 
cher -Tropsch synthesis (FTS) on unsupported precipitated Fe -Cu -K catalysts were 
estimated with a niulti -component BCSR model. The main assumptions of the BCSR 
model under steady state conditions are as  follows, 1. Plug flow gas phase and un- 
mixed slurry phase; 2. the main mass transfer resistance to diffusion being at the liquid 
side of the gas -liquid interface: 3. uniform catalyst concentration throughout the BC- 
SR; 4. FTS reaction rate expression being. 
-RH~+coI~CH~/(~+K(:~,/C~~) (Hz/COGO. 8) where k=ko exp(-E./RT-Pt) 

The parameter values estimated were ko= 1. 36X 10Pcrn3/gcat. s, E.= lOO.OkJ/mol, K 
=O. 204. Table 5 gives comparison of kinetic parameters obtained with those reponed 
by Kuoc4’and SandedS’. It is seen from table 5 that kinetic parameters estimated are 
very close to values reported. The results predicted from FTS rate expression indicated 
that activity of catalyst used will deactivated by 1% after 35 h on stream, 26% after 
1OOOh and 50% after 2300 h. It is obvious that the stability of the catalyst used should 
be improved. Also, axial concentration profiles of HI, CO, CO2 in both gas phase and 
liquid phase and the effect of bubble size on syngas conversion were computed by the 
BCSR model and the kinetic parameters estimated. Axial concentration profiles of each 

Solubilities and Mass  t ransfer  coefficients 

Kinetic parameter  and  mathematic  simulation 
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component in both gas and liquid phases are depicted in Fig. 6. 
3. 3 Hydrodynamics 

rate of gas phase is gradually diminished with increasing conversion. Therefore, phase 
holdup and axial solids concentration were investigated in a tapered bubble column 
(0. Im and 0. 2m id on the top and bottom, respectively, 3m height) with slurry circu- 
lation in a system composed of air, water and quartz sand. The axial distribution of sol- 
id concentration was measured by the synchronously sampling method and gas holdup 
by pressure drop method. The effect of solid particle size (142. 5pm, 180pm), solid 
concentration (0 - lookg solid/m3 slurry), slurry velocity ( 0  - 0. 0157m/s) and gas ve- 
locity (0 - 0. 125m/s) on gas holdup and solid axial concentration distribution were de- 
termined. 

Experimental results were well agreement with the'prediction made on the basis of 
the one dimensional sedimentation - dispersion model. The correlations of particle 
Peclet Number and gas holdup were obtained as follows: 

where 0.03<Pep<0. 4; 1166<Re,<188431 5. 25<Rep<10.45; 0.0064<FrK< 
0.104 

It is known that the FT reaction is a volume reducting reaction. The volume flow ' 

Pep= 5.06(Fr;/Re,)" 1 +O. 019Re,) 

CONCLUSIONS 
Unsupported precipitated F e  -Cu - K catalyst, which was prepared in a continuous 

precipitator, was applied in MPU. Catalyst activation proceeded well with syngas by 
the temperature -programmed method. THe lOOOh run demonstrated the SFTST at a 
micro - pilot scale. Operation nnd performance of the MPU were good. A preliminary 
measure of separation of catalysts from reactor -wax was realized by a slurry recircula- 
tion loop. Under conditions of 260 - 28OC (1st - stage)/320'C (2nd - stage),  1 .5  - 
2. 5MPa1 2. ONlJgFe * h( 1st -s tage) ,  500 - 1000h-I (2nd -stage),  and Hz/CO ratio 
0. 6 - 0. 7 ,  a yield of Csf over 100g/nrn3(CO+H2) can be achieved. Engineering data 
and information including kinetic knowleage and solubilities are useful for further de- 
velopment of the process and scale-up nnd design of the BCSR. 
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Table 1 Prcrrcatmcnt conditions and rcsults of synthcsis reaction 

3 

\ 

Prctreatmcnl Sghcs i s  rcaction 

No I12/C0 T I T  I >  1171.SI' NnIc T I T  /' lI7lSI. Ilt/CO CI' Cs' N.7 
I I:O 260 1.5 2 R 260-280 1.5 2.0 2.4 ii liillc liquid - 
2 A 2x0 11.2 2, C 260-280 1.5 2.0 2.0 92.9 45.'1 -1.72 

3 2:1 2RO I h 2 C 280 1.5 2.0 2.0 (16 7 22.0 126 

4 2:1 O4lilO 2 PI 2h(L-2110 1.5 2.7 2 0  0 9 5  5011 (40 

5 1.5.1 ( I  311 (1  2 PI 26il-28(1 1 3 2  5 I XI3 4 0.85 157 3 105 2 x 0  

h I:I ~ l . ? / l . i l  2 1'2 26iL2RO I 92.5 2.0 I 0 I I? I 77 0 I I I? 

Notc. R. T.-running timc. h: A-N2/CO=9: E&-isothcnnal I2 h: C-isothcnnal 24 
h: PI-increasing and dccrcasing tcmpcraturc at isoratc. thcn prcssuring again. total timc 
35 h: P2-tcmpcraturc programmcd prctrcarmcnt 

Table 2 Results of the long life test 

Run No. A-26 A-SO Bd 

250-280 
1.5-3.0 

2.96 
I 

1112 
69.5 
40.4 
54.5 

6.0 
4.8 
3.7 
7.3 
1.9 

6.8 
I .7 
45.0 
18.6 

I 1 3 . X  

250-280 
1.5-2.5 
2.88 

I 
I I28 
U2.9 
52.7 
67.4 

8. I 
5.0 
2.7 

6.2 
1.2 
4 .5  
I .4  
53.5 
14.4 

116.9 

260-280 
1.5-2.5 
2.96 

I 
IOOU 
78.6 
36.3 
64.4 

9.6 
4. I 
6.2 
4.7 
3.2 
7.4 
3.9 
41.1 
13.1 

145.1 
77.0 83.5 91.2 

619 



Table 3 Material balance 

265 
2.0 
2. 15 
0. 61 
69. Z 
644 

377 
16. 5 
50 

10.4 

99. 7 
133.6 
113. 1 

265 

2. 5 
2. 24 
0. 62 
70. II 

671 

385 
.17.3 
49.7 
12.0 

98. 9 
143. 2 
ilj. 2 

265 
2. 5 
2. 26 
1. 32 
58. 0 

678 

416 
22. 8 
30. 6 

26. 4 
98. 5 

132.2 
90.0 

270 

2.0 
2.23 
0. 60 

75. e 
669 
354 

23. 1 
50. 2 

11.3 
96. 7 
149. 2 
123. 7 

215 
2.0 
2. 28 
0. 60 
77. 7 

684 
355 

23. 8 
53. 1 
12.4 
94. 7 
154. 4 

127.1 

280 
2.0 
2. 31 
0. 66 
81.4 
693 
336 
24.8 
54.8 
16.0 

95.1 
163.0 

129.9 

Table 4 Tbe comlatlonr of gar equllibrtum solubllltia 
with tempnture and HcaLc of rolutioa 

H. M 

Tabk 5 &inparison of kinetic parameters 
Investigator cotnlyst k., cm'/gcnt. s EA. kJ/rnol K 

Kuo (1983) Fc-Cu-I< C.7X10' 105.0 0.089 
Sanders (1987) Fe-K 1. 4 2 X  IO' 88. 2 0.316 
Authors Fe-Cu-K 1.36X10' 100.0 0.204 
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Fig. 1 XRD of the precipitated F e  -Cu -I< catalyst 

k 14 

Fig. 2 A simplified flow diagram of the two -stage MPU 
for the  synrhsis of hydrocarbons 

1. Syngas cylinder 2. Pressure buffer tank 3. Water t rap 4. Iron 
carbonyl removal 5. Sulfide removal 6. preheater 7. 1st - stage 
BCSR 8. Settl ing vessel 9. 2nd -s tage  fixed -bed  ZSM - 5 reactor 
10. Air condenser 11. Chilled condenser .12. Liquid products re- 
ceiver 13. Pressure let down valve 14. Mass flow meter 15. Wet  
- tes t  meter 16. gas holder 16. 1R gas  analyzer 18. autoclave 
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Fig. 3 Variation of catalyst concentration 

in the reactor -wax with time on stream 

Day on stream 

I 

Fig. 4 Variation of bulk catalyst phase 0.Ool-I i 
composition with time on  stream 0.0 0.2 0.4 0.6 0.8 1.0 

z 
liquid ---- gas - ; 1. y. 2. CO. 3. CO,. 4. u, 
Fig.6 Dimensionless concentration protides for 

each component and gas velocity profile 

@-Fe’+; A - a - F e l O l ;  

O-Fe,O,; X - x - F e r C z  

0 
. O  1.0 LO 3.0 4.0: 

P W d  

Fig. 5 Volumetric mass transfer coefficient kLa of H,,CO in various liquids 

(a n -paraffin; Q n -octacosane; @ FT300wax)  

0 
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EFFECT OF PRETREATMENT ON CATALYST ACTIVlTY AND SELECTIVITY DURING 
FISCHER-TROPSCH SYNTHESIS IN A SLURRY REACTOR 

Dragomir B. Bukur, Xiaosu Lang and Yunjie Ding 
Department of Chemical Engineering 

Texas A&M University, College Station. Texas 77843 

Keywords: Fischer-Tropsch synthesis, iron oxides and carbides. 

INTRODUCTION 
Promoted iron catalysts, reduced with hydrogen, have been used in commercial fixed bed and 
entrained fluid bed reactors for synthesis gas conversion to transportation fuels via Fischer- 
Tropsch synthesis p S )  at SASOL in South Africa'. However, the purpose of pretreatment for 
iron FT catalysts is not clearly understood. Reduction in H2 may lead to a zero-valent state, but 
upon exposure to a synthesis gas the metallic iron is rapidly converted to a carbide phase or a 
mixture of iron carbides2.3. At high syngas conversions, a reaction mixture becomes more 
oxidizing and magnetite is also f0rmed1.~.5. During FTS, the bulk iron may be distributed 
among several phases: e.g. carbides, oxides and metallic iron, which often results in a lack of 
correlation between the catalyst bulk composition and its activity and/or s e l e c t i ~ i t y ~ * ~ .  Other 
pretreatments have been also employed, such as CO activation, synthesis gas pretreatment or 
induction, and/or H2 reduction followed by CO treatment or vice versa4.6. 

Also, there has been a large number of related studies on model iron catalysts dealing with an 
issue of the role of iron phases in FTS. However, this issue still remains to be a controversial 
one. Briefly, some workers consider the surface carbides, with an underlying iron carbide bulk 
structure, to be the active phase2s7. In the so-called competition model of Niemantsverdriet and 
van der Kraans iron atoms at the surface are considered as the active sites. In the latter model 
both bulk carbidation and FTS (hydrocarbon formation) have a common surface carbidic 
precursor. In addition to these two postulates concerning the nature of the active phase, Teichner 
and co-workers proposed that Fe304 (magnetite) is the active phase in FTS9*lo. Validity of the 
latter proposal was questionedll, but some evidence in its support was also presentedl2.13. 

In this paper we describe new results from our on-going studies*417 on the effect of pretreatment 
procedures on activity and selectivity of precipitated iron catalysts. Results illustrating both the 
initial and steady state behavior of a catalyst with nominal composition 100 Fd3  Cu/6 W16 Si@ 
(on mass basis) during FTS are presented, and activity/selectivity data are correlated with iron 
phases in the working catalyst under conditions representative of industrial practice. 

EXPERIMENTAL 
The reactor used in this study was a 1 dm3 stimed tank reactor (Autoclave Engineers). Detailed 
description of the reactor system and operating procedures was provided elsewhere17.18. The 
feed gases (H2>99.5% punty, and C0>99.3% punty) or a premixed gas passed through a series 
of traps to remove impurities. The feed gas flow rate was controlled using calibrated mass flow 
controllers. and the feed was introduced into the reactor below a flat blade impeller, used to 
agitate the slurry. After leaving the reactor. the exit gas passed through a series of product 
collection traps. All products collected in the steady state traps were analyzed by gas 
chromatography after physical separation into an aqueous and organic phase. The reactants and 
noncondensible products leaving ice traps were analyzed on an on-line gas chromatograph (Carle 
AGC 400). Powder X-ray diffraction (XRD) patterns of the catalyst samples withdrawn from the 
reactor were obtained on a Scintag XDS2000 system using Cu-Ka radiation (k 1.54 A). 
Catalyst preparation involved three steps: preparation of the iron-copper precursor, incorporation 
of binderlsupport (silicon oxide). and finally potassium impregnation. The preparation procedure 
was described in detail p r e v i o ~ s l y ~ ~ .  In brief, the catalyst precursor was continuously 
precipitated from a flowing aqueous solution containing iron and copper nitrates at the desired 
FdCu ratio, using aqueous ammonia. Impregnation with SiO, bindedsuppon was accomplished 
by addition of the appropriate amount of dilute K2Si03 solution to undried, reslurried FdCu co- 
precipitate. After a vacuum drying step, the potassium promoter was added as aqueous KHC03 
solution via an incipient wetness pore filling technique. Dried catalyst was calcined in air at 
300°C for 5 h, and then crushed and sieved to a diameter less than 270 mesh (53 pm). Durasyn - 
164 oil (a hydrogenated 1 - decene homopolymer. -C30 obtained from Albemarle Co.) was used 
as the initial slurry liquid medium. 

All pretreatments were conducted in situ at 0.8 MPa. In runs designated SA-0946 and SA-1626 
the catalyst was pretreated at 28OoC, 750 cm3lmin for 8 h in CO and syngas (H2/CO = 0.67). 
respectively. In run SB-2145 the catalyst was reduced with hydrogen at 240°C. 7500 cm3/min 
for 2 h, whereas in run SB-2486 the catalyst was exposed to reaction conditions, without any 
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pretreatment (unreduced catalyst). After the pretreatment, the catalyst was tested initially 
(baseline conditions) at 26OOC. 1.48 MPa, 2.3 NVg-cat/h (1.4 NUg-cat/h in run SB-2145 only) 
and syngas feed with H,/CO = 0.67 (molar feed ratio). In addition to baseline conditions, the 
catalyst was tested at different gas space velocities and reaction pressure, but these results are not 
reported here. 

RESULTS AND DISCUSSION 

Catalyst activity 
Hydrogen reduced catalyst reached its steady state activity within 4 h from exposure to synthesis 
gas, and then its activity decreased slowly during the first 150 h of testing (Fig. I) .  In the other 
three tests the time needed to reach a steady state activity was longer, about 20 h for the syngas 
pretreated and unreduced catalyst, and 80 h for the CO pretreated catalyst. Since the process 
conditions, including the gas space velocity, were the same in runs SB-2486, SA-1626 and SA- 
0946, the values of syngas conversion can be used as a measure of relative catalyst FTS activity. 
Initial activity of the unreduced catalyst (SB-2486) was the lowest, but at approximately 20 h on 
stream it was the same as that of the CO pretreated catalyst (SA-0946). After 20 h on stream the 
conversion (activity) of unreduced catalyst started to decline, whereas that of the CO pretreated 
catalyst continued to increase up to 80 h, and then became stable at about 76%. Initially, the 
conversion of the syngas pretreated catalyst was higher than that of the unreduced and the CO 
pretreated catalyst, and it reached its steady state value of -70% at about 20 h. The steady state 
activity of the syngas pretreated catalyst was lower than that of the CO pretreated catalyst. 
Although, the conversion of the hydrogen reduced catalyst (SB-2145) up to 80 h on stream was 
higher than those obtained in the other three tests, this does not imply the highest catalyst 
activity, since the gas space velocity in run SB-2145 (1.4 NVg-cat/h) was significantly lower than 
in the other three tests (2.3 NVg-cath). In order to compare the activity of catalysts in tests under 
different process conditions, a simple model was used to estimate values of apparent rate 
constantzo. The apparent rate constant was calculated assuming that the reaction rate has a first- 
order dependence on hydrogen pressure, and that the reactor can be modeled as a perfectly mixed 
flow reactor. At 100 h on stream the estimated values of the apparent rate constant were, in the 
order of increasing activity, 230 (runs SB-2145 and SB-2486). 330 (SA-1626), and 360 mmol/g- 
FelhlMPa (run SA-0946). 

Crystalline phases found in samples withdrawn after the pretreatment (Fig. 4) were as follows: 
magnetite (hydrogen reduced catalyst); X-carbide and possibly small amount of magnetite (CO 
pretreated catalyst); iron carbides (X-carbide andlor €'-carbide) and magnetite (syngas 
pretreatment). Unreduced catalyst had an amorphous structure (iron oxide/oxyhydroxide). 
Dominant phase in the syngas activated catalyst (SA-I 626) after 137 h on stream was €'-carbide, 
whereas both €'-carbide and magnetite were found in the hydrogen reduced catalyst and the 
unreduced catalyst at 145 h and 147 h on stream, respectively (Fig. 5) .  Crystalline phases in the 
CO pretreated catalyst after 113 h on stream were pcarbide and possibly magnetite. 

The FTS on iron catalysts is accompanied by a reversible water-gas-shift (WGS) reaction. 
Values of carbon dioxide selectivity (% of CO converted to C02) provide indication of the WGS 
catalyst activity. Carbon dioxide selectivity of 50% corresponds to complete conversion of water 
formed by FTS to carbon dioxide. After 20 h on stream, carbon dioxide selectivities in all four 
tests were about 48% (Fig. 2). Hydrogen and syngas reduced catalysts reached this value after 
about 5 h only, the unreduced catalyst at -8 h, whereas the CO pretreated catalyst achieved its 
steady state carbon dioxide selectivity at -20 h on stream. Carbon dioxide selectivity in all tests 
was never greater than 50%. which would indicate that carbon dioxide is also produced via the 
reaction between CO and iron oxides in the catalyst. 

A very rapid achievement of steady state activity of the hydrogen reduced catalyst (SB-2145) 
indicates either that magnetite is active for FI'S or that is rapidly converted to an active carbide 
phase. However, the conversion of magnetite to zero-valent iron is a slow step in reduction of 
iron oxide. and it is unlikely that it can occur to an appreciable extent after 2 h of exposure to 
syngas at 260'C. For example, the unreduced iron requires about 20 h of exposure to reach its 
steady state activity (SB-2486). Also, as carburization of iron oxide increases with time, the 
catalyst activity does not increase with time, but actually decreases slowly. Activity of the 
unreduced catalyst (largely Fe3+ iron) is low initially, and it increases during the first 25 h of 
synthesis, due to formation of magnetite andlor €'-carbide, indicating that one or both of these 
phases are active for FTS. Activity of the CO reduced catalyst is rather low initially (X-carbide), 
and increases gradually with time. This behavior is not entirely consistent with hypothesis that 
iron carbide is the active phase for the FTS. If the latter hypothesis was correct, one would 
expect the initial activity of the partially carbided catalyst to be markedly greater than that of the 
catalyst in the form of magnetite. Also, the catalyst in test SA-0946 had a long induction period. 
and its activity at -20 h on stream was similar to that of the unreduced catalyst. Initial activity of 
the syngas activated catalyst (mixture of iron carbide and magnetite) was the highest, but it also 
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Went through an induction period lasting approximately 25 h. Steady state activities. between 
I13 and 147 h on stream, of catalysts pretreated by CO and syngas were higher than those of the 
hydrogen and unreduced catalysts. Magnetite was virtually absent in the C O  and syngas 
pretreated catalysts, whereas both hydrogen and unreduced catalyst contained both magnetite and 
E'-cybide. All these observations are consistent with hypothesis that both magnetite and iron 
carbides are active for FTS, and that iron carbides have higher R S  activity than magnetite. 

Methane Selectivity 
During the first 20 h on stream, methane selectivities (%CO converted to CHJ%CO converted to 
products other than C02) of the syngas and CO activated catalysts were significantly higher (3.5 
- 6%) than those obtained on the hydrogen reduced catalyst and unreduced catalysts (1.5 - 2%). 
Methane selectivities of the CO and syngas pretreated catalysts decreased with time, whereas 
those of the hydrogen reduced and unreduced catalysts increased with time (Fig. 3). These data 
suggest that methane selectivity is low on iron oxides, and is higher on carbided catalysts. A 
possible reason for markedly higher methane selectivity on carbided catalysts during early 
periods of synthesis. is that part of methane is produced by reaction between hydrogen and 
surface carbon formed during the pretreatment. 

SUMMARY 
After pretreatments in hydrogen, carbon monoxide, syngas (H2/CO = 0.67). and without 
pretreatment the precipitated iron catalyst was tested in a stirred tank slurry reactor at 26OoC, 
1.48 MPa, 1.4 or 2.3 NYg-cat/h and H2/CO = 0.67. Hydrogen reduced catalyst quickly reached 
steady state activity (within 4 h), whereas the syngas, the CO activated and unreduced catalyst 
required longer time (up to 100 h for the CO pretreated catalyst). Initially, the C O  and syngas 
activated catalysts, were slightly more active than the hydrogen reduced and unreduced catalyst. 
Methane selectivities of hydrogen reduced and the unreduced catalyst were initially significantly 
lower than those on the CO and syngas activated catalyst. 

From these results and catalyst characterization by XRD it was concluded that both magnetite 
and iron carbides are active for FTS, however the activity is higher on partially carbided 
catalysts. Methane selectivity is lower on the catalyst which contains significant amounts of bulk 
iron oxides, than on partially carbided catalyst. 
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Figure 1. Effect of pretreatment conditions on synthesis gas conversion. 
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Figure 2. Effect of pretreatment conditions on carbon dioxide selectivity. 
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INTRODUCTION 
The Fischer-Tropsch Synthesis (FTS) is a well established process for the production of 
synfuels (e.g., 1,2). Today, the process is practiced commercially in South Africa by 
Sasol and Mossgas and in Malaysia by Shell and partners (3). While FTS was initially 
envisioned as a means of producing transportation fuels, operators, such as Sasol, have 
recognized that the recovery of chemicals and/or chemicals feedstock provides a means 
of improving the profm derived from the commercial operations (e.g., 4). However, while 
chemicals production may be a very profitable business option for the initial FTS plant 
operators, as more plants are brought on-stream this will become less profitable as 
surpluses will drive down the prices of chemical feedstocks. Thus, the ultimate basis for 
FTS must be the production of transportation fuels. 

The FTS process has a decided disadvantage in that the product distribution follows a 
normal polymerization distribution for a C, monomer. Thus, the plot of the log of the 
moles of each carbon number product versus the carbon number produces a straight 
line which is defined by alpha, which depends upon the rate of the propagation and 
termination steps. Furthermore, the value of alpha uniquely determines the product 
distribution such that illustrated in figure 1 (3). Today, most view the commercialization 
of FTS as requiring one of two options: ( I )  the production of heavy wax products which 
are subsequently hydrocracked to produce transportation fuel range products (e.g., the 
Shell middle distillate process (SDS); (5) and (2) the conversion of heavy products using 
a ZSM-5 type of catalyst (e.g., 6). 

Because of the highly exothermic nature of the FTS, the ability to utilize a slurry reactor 
is very desirable (7). However, this operation requires the separation of the catalystlwax 
slurry. When operating in a high wax mode in the temperature range of 230°C, more 
than half of the product must be processed to effect catalyst separation. Iron catalysts 
are attractive because of the highly olefinic nature of the products and because of the 
activity for the water-gas-shift (WGS) reaction that permits use of low HdCO ratios 
obtained by gasification of coal. However, unsupported iron catalysts have poor attrition 
resistance and supported catalysts have not been developed that have sufficient activity 
for commercial operation. Thus, one of the major operational problems associated with 
the use of an iron catalyst for FTS in a slurry reactor is catalyst/wax separation. 

EXPERIMENTAL 
The catalyst was prepared by continuous precipitation from an aqueous solution of iron 
nitrate containing silica derived from the hydrolysis of tetraethyl silicate using ammonia. 
Potassium was added to the washed and dried catalyst to provide a composition 
containing (atomic ratio) 100Fe/4.4Si/l .OK (8). The catalyst was activated in a flow of CO 
at 27OoC and 175 psig during 24 hours. Following activation, synthesis was effected 
using a HJCO = 0.7 feed, 27OoC, 175 psig and 3.4 NL/hr.g(Fe). Products were analyzed 
using a Carle gas analyzer for the gaseous products and g.c. with a DE-5 column for the 
liquid hydrocarbon products (9). 

RESULTS AND DISCUSSION 
A high activity iron catalyst has been prepared by precipitation: furthermore, this catalyst 
has a stable activity such that the decline in CO conversion is less than 1 %/week during 
six months of operation. This catalyst produces a "low alpha" product distribution (figure 
2). While this particular run was terminated after 2,000 hours (figure 3), this catalyst has 
been utilized for runs lasting longer than 4,000 hours with a similar slow decline in activity. 
When operating in this mode with an alpha value of 0.72 and assuming ideal gas and 
solution behavior, essentially all of the products would exit the reactor in the vapor phase 
(IO). Thus, while a small contribution of a two-alpha product distribution (e.g., 11) and 
deviation from nonidealii of the gas and/or liquid products may be operable, essentially 
all of the products should exit the reactor in the gas phase. Provided this does occur, 
catalyst-wax Separation would not be required. Even if a small fraction of the product 
does not exit the reactor in the vapor phase, the a b i l i  to activate the catalyst external 
to the slurry reactor would permit catalyst to be added to make up for the small daily loss 
of catalyst in any liquid phase products that must be removed from the reactor. This 
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would permit the catalyst to be utilized in the form of 1-3 micron particle sizes that result 
from the precipitation and activation procedure rather than having to form the precipitated 
catalyst into particles in the 50-1 00 micron range as apparently has been practiced at 
Sasol (1 I). 

The kinetics of the FTS is such that the productivity of hydrocarbons depends 
dramatically upon the conversion of CO (12). Thus, at low CO conversion the rate of 
production of hydrocarbons is much higher than it is at higher CO conversion levels. At 
the same time, the rate of the WGS reaction is low at low CO conversions but increases 
as the conversion of CO increases so that at about -60% CO conversion the rates of 
hydrocarbon production and the WGS reaction become about equal and remain so as 
the CO conversion increases further. This is illustrated in figure 4 showing that the H,JCO 
ratio initially decreases with increasing CO conversion, attains a minimum and then 
increases to the value of the feed gas (defined here as the equivalence point); at CO 
conversions above the equivalence point the reaction produces hydrogen as well as 
hydrocarbons and CO,. In order to take advantage of the higher rate and higher 
selectivity for hydrocarbons, it has been proposed that the FTS reactor be operated at 
CO conversion levels that are at or below the equivalence point (12). 

The hydrocarbon product distribution obtained at a CO conversion level above the 
equivalence point is show in Table 1. If the reactor is operated at the equivalence point 
or even lower CO conversions, the alkene concentrations will be higher than shown in 
Table 1. Thus, the following should be viewed as the minimum hydrocarbon productivity 
levels that could be obtained by incorporation of the process consideration described 
below. The Conversion of Olefins to Diesel and Gasoline (COD) process has been 
developed by CEF of South Africa and Lurgi of Germany and a proprietary catalyst for 
this process has been developed by Sild-Chemie and CEF (13). The catalyst has been 
utilized at the Mossgas plant in South Africa with a through-put of 68 tons/hour. The 
Mossgas facility is able to utilize a stream that contains oxygenates (1.5-20 wt.%) 
saturated with water. In this manner, the C, olefins shown in table 1 could be converted 
to transportation fuel. Thus, the gasoline range (C41,,) yield would be about 47% of the 
product from the low-alpha operation. In addition, the C,l+ fraction could be 
hydrotreated as is done in the SDS process to produce even more gasoline as well as 
high quality diesel. 

In summary, the above considerations would provide a means to eliminate the need to 
effect catalyst-wax separation that would allow catalyst to either be retained within or 
recycled to the reactor. Whether this proposed option would be a viable one would 
depend upon the economic impact of the higher amount of methane and ethane that are 
produced as well as the cost differential between the COD oligomerization and the 
hydrocracking processes. It appears that the potential advantages would merit an 
economic evaluation. 
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ABSTRACT 
Fischer-Tropsch synthesis was studied on a precipitated iron catalyst (Ruhrchemie LP 33/81) in a 
fixed bed reactor at several different temperatures (235'C. 25OoC and 265OC) and synthesis gas 
feed compositions (Hz/CO = 0.67, 1 or 2) under both supercritical (propane as a supercritical 
fluid) and conventional (P = 1.5 MPa) operating conditions. It was found that the supercritical 
operation results in enhanced selectivity of a-olefins relative to conventional (normal) operation. 
Both total olefin content and a-olefin selectivity decreased with either increase in conversion or 
HYCO molar feed ratio, whereas olefin selectivities were essentially independent of reaction 
temperature. 

INTRODUCTION 
Alpha olefins are used as chemical intermediates for a number of important industrial and 
consumer products. The even-numbered carbon alpha olefins (C4, C+, and Cg) are used as co- 
monomers for ethylene and propylene polymerization, whereas the higher molecular weight 
olefins are used in plasticizers, household detergents and sanitizers [I] .  Linear Clo olefins and 
others provide premium value synthetic lubricants. Alpha olefins are produced in significant 
quantities during conventional Fischer-Tropsch synthesis (FTS) in fixed bed and fluid bed 
reactors at Sasol in South Africa, and recently Sasol has built a large scale commercial plant for 
production of I-pentene and I-hexene utilizing raw streams from fluid bed FTS reactors [2]. The 

'purification process employed by Sasol entails a series of distillation steps to separate desired 
alpha olefins from other products. Significant economic benefits can be achieved by increasing 
the alpha olefin content of FTS products and thus reducing the cost of product separation. 

Fischer-Tropsch synthesis in supercritical fluids provides means to accomplish this objective. In 
recent studies of FTS, on silica supported cobalt-lanthanum and/or alumina supported ruthenium 
catalysts, in a supercritical n-hexane Fujimoto and co-workers [3-41 have demonstrated certain 
advantages of this operation, including higher olefin selectivity, relative to gas phase and liquid 
phase (trickle bed) operation. Lang et al. [5] studied FTS on a precipitated iron catalyst 
(Ruhrchemie LP 33/81), and found that supercritical operation results in  enhanced selectivity of 
I-olefins (a-olefins) relative to conventional FTS. but it does not have significant effect on 
catalyst activity and hydrocarbon product distribution. 

Here, we report results from a comprehensive study study with the Ruhrchemie LP 33/81 
catalyst. which was used originally in Arge fixed bed reactors at Sasol [6], over a wide range of 
process conditions. At a given reaction temperature and feed composition, gas space velocity 
was varied to achieve different levels of syngas conversion. Variations in residence time allow 
us to distinguish primary and secondary reaction steps that control olefin selectivity. 

EXPERIMENTAL 
Experimental equipment and procedures have been described previously 151. Experiments were 
conducted in a conventional downflow fixed bed reactor (1.3 cm inside diameter, 40 cm3 
effective bed volume for supercritical FTS, and I cm inside diameter, 27 cm3 effective bed 
volume for conventional FTS) embedded in an aluminum block with a two-zone heater. Carbon 
monoxide, hydrogen, carbon dioxide, and C5- hydrocarbons were analyzed by on-line gas 
chromatography. Condensed C5+ hydrocarbons, collected for 6-8 h after reaching steady-state at 
a given set of reaction condition, were analyzed using gas chromatography [SI. Premixed 
synthesis gas (Iweco, Inc. >99.7% purity) containing approximately 5% of argon as an internal 
standard, was used as the feed. Propane (Phillips 66 Co.. >99% punty) was pumped from a 
liquid propane dip tube tank using a diaphragm metering pump (American Lewa. Inc.; Model 
FCMK-I). Olefin selectivities reported here are based on the analysis of gas phase ( c 2 - C ~  
hydrocarbons) and liquid phase products (c6-cI5 hydrocarbons). 

A precipitated iron catalyst synthesized by Ruhrchemie AG (Oberhausen - Holten. Germany) 
was used in this test. The nominal catalyst composition is 100 Fd5  Cd4.2 W 25 Si02 (on mass 
basis). and the preparation procedure is described elsewhere (61. Catalyst was calcined in air at 
30O0C for 5 h. and then crushed and sieved to 32/60 mesh size (0.48 mm in diameter). About 3.5 
g of catalyst was diluted 1:6 by volume with glass beads of same size prior to loading into the 
reactor. The catalyst was reduced with hydrogen at 220'C. ambient pressure and a flow rate of 
5100cm3/min (linear superficial velocity of 150cm/s) for 1 h. 

Following reduction, the catalyst was tested initially at baseline process conditions (1.5 MPa. 
250'C. 2 L (NTP)/g-cat.h. HJCO = 0.67). After 67 h of conventional FTS at the baseline 
conditions the total pressure was increased to 5.5 MPa using propane as a balance gas (run FA- 
1724). while keeping the partial pressure and the flow rate of syngas at the baseline conditions. 
Since the reaction pressure and temperature (5.5 MPa and 250'C. respectively) are well above 
the critical pressure and temperature of the propane (4.19 MPa and 96.7'C. respectively), this is 
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referred to as supercritical FTS. Between 70 and 700 h on stream the catalyst was tested under 
different sets of process conditions. In another test (run FB- 1644) the Ruhrchemie catalyst was 
evaluated under similar process conditions as those used in  run FA-1724. but without 
supercritical propane (conventional FTS). 

RESULTS AND DISCUSSION 

Olefin Selectivities - Effect of gas residence time 
Effects of gas residence time ( i s .  gas hourly space velocity (GHSV) defined as the total 
volumetric (NTP) feed flow rate of synthesis gas and propane per unit bed volume. ca. 40 cm3) 
and carbon number on total olefin selectivity ((I-olefin + 2-olefin)/(l-olefin + 2-olefin + n -  
paraffin)) and 2-olefin selectivity (2-olefin/ (I-olefin + 2-olefin)) are illustrated in  Figures la and 
Ib. respectively. Data shown in Figure I were obtained at 250°C with H2/CO = 0.67, GHSV = 
330 - 1340 h-1 and correspond to syngas conversions of 75 to 34% (periods 2-4 in Table I) .  
Results obtained at gas hourly space velocities of 680 and 1340 h-1 were nearly identical, 
whereas the residence time effect was clearly observed at the gas space velocity of 330 h-I .  
Ethylene selectivity was significantly higher at the two higher gas space velocities, whereas the 
increase of total olefin selectivity at higher carbon numbers was much smaller. Selectivity of 2- 
olefins decreased (Le. I-olefin selectivity increased) with increase in GHSV. The same trends 
were observed in experiments with different syngas feed compositions (H;?/CO = 0.93 and 2.03). 
From these observations i t  is concluded that I-olefins, and to a smaller extent n-paraffins and 2- 
olefins. are the primary products of FTS. These conclusions are consistent with those from 
previous studies with iron R catalysts (6-81. At the present time there is no consensus whether 
some of n-paraffins and 2-olefins are formed by secondary hydrogenation and isomerization 
reactions, respectively, on sites where chain growth cannot take place, or as primary products 
following secondary readsorption of I-olefins on FTS sites [9- I I]. Upon readsorption. I-olefin 
becomes a reaction intermediate which can either continue to grow and terminate as a longer 
chain I-olefin, n-paraffin or 2-olefin, or be terminated to n-paraffin or a 2-olefin of the same 
carbon number. 

Shapes of curves in Figure I ,  reflect carbon number (molecular weight) effect on secondary 
reactions. Ethylene is more reactive than other low molecular weight I-olefins. and thus its 
selectivity is low. Decrease in olefin content with increase in carbon number has been attributed 
to their greater adsorptivity [9], higher solubility in the liquid phase resulting in higher I-olefin 
concentrations [8], and/or diffusion enhanced I-olefin readsorption [10.1 I]. Madon et al. [10.1 I] 
proposed that larger I-olefins spend longer times in  a catalyst pore, due to their lower 
diffusivities, and this in turn increases probability for their readsorption on FTS active sites 
before exiting the pore. The increase in 2-olefin selectivity with increase in carbon number (Fig, 
Ib)  or with increase in bed residence time (lower gas space velocity) is due to the same factors 
mentioned above. Longer residence time of high molecular weight I-olefins either in the catalyst 
pores or in the reactor itself, increases probability for secondary I-olefin readsorption followed 
by termination as 2-olefin on FTS and/or different type of sites. 

Effects of gas space velocity and carbon number on olefin selectivities during conventional FTS 
(run FB-1644) at 1.5 MPa, 25OOC. H2/CO = 0.67 are shown in Figure 2. Qualitative trends are 
the same as those observed during SFTS (Fig. I ) ,  Le. the total olefin selectivity increased (Fig. 
2a). whereas the 2-olefin selectivity decreased (Fig. 2b), with increase in gas space velocity 
(decrease in bed residence time). However, the bed residence time effect on selectivity was 
markedly higher during the conventional FTS. although conversions and nominal gas residence 
times were similar in both sets of experiments (0.9 - 4.8 min in  run FB-1644 vs. 1.3 ~ 5.1 min in 
run FA-1792. Residence times were calculated from the ideal gas law, using the arithmetic 
average of inlet and outlet gas flow rates). Carbon number effect on total olefin and 2-olefin 
selectivity was also more evident in the case of conventional FTS. Changes in 1-olefin 
selectivity (I-olefin/(l-olefin + 2-olefin + n-paraffin)) with carbon number, for both modes of 
operation at syngas conversion of about 80%, are shown in Figure 3. It can be seen that 
selectivity of C2 and C7+ 1-olefins is significantly higher during supercritical lTS.  and this is of 
potential commercial importance. 

Results in Figures I and 2 show that gas space velocity has a marked effect on olefin selectivity 
during conventional Fr’S, and relatively small effect during SFTS. During conventional E S  the 
reaction mixture inside the reactor is distributed among two phases : gas and liquid. High 
molecular weight hydrocarbons (Cg+) are leaving the reactor preferentially in the liquid phase. 
the flow rate of which increases along the reactor length. In a fixed bed reactor the residence 
time of the liquid phase is much longer than that of the gas phase. This increases probability for 
readsorption of high molecular weight I-olefins and leads to increased formation of n-paraffins 
and 2-olefins via secondary reactions. On the other hand during SFTS operation, there is only 
one phase in the reactor and the residence time of all products, regardless of their molecular 
weight, is the same. 
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Carhon numhcr cffects. can be explained i n  terms of diffusion enhanced I-olefin readsorption. 
Larger 1 -olefins spend longer time i n  the catalyst pores than smaller ones. due to their lower 
diffusivities. and this increases probability for secondary I-olefin readsorption. double bond 
isomerization and hydrogenation reactions. Ethylene. which has relatively large diffusivity due 
to its small molecular size. is significantly more reactive than other I-olefins [9. IO], and its 
selectivity is low in  comparison to c3-C6 olefins. Ethylene selectivity during conventional FTs 
was smaller than during SFTS at comparable bed residence times. i.e. syngas conversions 
(Figures I and 2). However. the pore residence time of ethylene is greater during conventional 
FTS. because ethylene diffusivity is smaller i n  the liquid filled pores (conventional FTS). than in 
the supercritical propane. Also, at a given gas space velocity, Ihe carbon number effect on either 
the total olefin or 2-olefin selectivity was much more evident during the conventional FTS. I n  
both modes of operation diffusivity decreases with increase in  carbon number (molecular 
weight), but since diffusivities are significantly smaller in hydrocarbon wax than in the 
supercritical propane, the intraparticle diffusional resistance during conventional FTS is larger 
and carbon number effect on olefin selectivity is stronger. 

Olefin Selectivities - Effect of reaction temperature 
The effect of reaction temperature on olefin selectivities during SFTS and conventional FTS (run 
FB- 1644) at a nearly constant syngas conversion was insignificant for temperatures between 235 
and 265'C. Results from previous studies with iron IT catalysts showed different types of 
behavior, Le. in some cases the olefin selectivity increased with increase in  temperature. but on 
some catalysts either no effect or the opposite trends were observed 18. 91. 

Olefin Selectivities - Effect of reactant composition 
Figure 4 illustrates the effect of gas feed composition on olefin selectivity during SlTS at 235°C 
and synga  conversion of about 30% (data from periods 6. I I and 15 i n  Table I) .  T o i l  olefin 
selectivity was lower, and 2-olefin selectivity higher when the synthesis gas with H2/CO = 2.03 
was used (representative of syngas obtained from steam reforming or partial oxidation of natural 
gas). Olefin selectivities were similar in  experiments with H2/CO = 0.67 and H2/CO = 0.93. 

Concentration of surface hydrogen determines chain termination probabilities and olefin content. 
and it increases with increase in H2/CO molar feed ratio. High surface concentrations of 
hydrogen favor termination reactions, and termination to paraffins rather than olefins, as well as 
secondary I-olefin isomerization reactions [8, 1 I]. 

SUMMARY 
Effects of reaction temperature. gas space velocity and feed composition on olefin selectivity 
were studied in a fixed bed reactor during conventional FTS, and FTS in supercritical propane. It 
was found that total olefin content decreased and 2-olefin selectivity increased with either 
decrease in gas space velocity or increase in  H2/CO molar feed ratio. whereas olefin selectivities 
were essentially independent of reaction temperature. 

Results from bed residence time effect studies in hoth modes of operation indicate that  I-olefins 
are the dominant primary products of FTS. Selectivity of n-paraffins and 2-olefins increases. 
whereas 1 -olefin selectivity decreases with increase in  carbon number, due to secondary 
reactions of I -olefins. A1 high syngas conversions (-80%). selectivities of high molecular 
weight I-olefins during SFTS were significantly higher than those obtained during conventional 
operation. These results indicate that SFTS is a potentially attractive route for synthesis of high 
molecular weight alpha olefins from the synthesis gas. 
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Table 1. Process conditions and catalyst activity results in test FA-1724 

Period. # 1 2 3 4 5 6 7 8 9 IO 11 12 13 14 15 16 17 I8 
Time0nsueam.h 67 140 164 191 215 239 259 331 352 373 406 428 475 547 571 598 624 691 
T. "C 250 250 250 250 235 235 265 265 250 250 250 235 235 250 250 235 235 250 
SV. L(NTP)/g-ca[.h 2.0 2.0 3.8 1.0 0.5 2.2 7.1 1.4 2.0 5.0 2.0 3.0 1.5 1.4 4.0 2.2 0.5 2.0 
GHSV. h.' 175 680 1340 330 288 752 2480 507 680 17501234 1047 529 487 1413 772 162 681 
H2/CO feed ratio 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 2.0 2.0 2.0 2.0 0.93 0.93 0.93 0.93 0.67 

COconv.. YO 48.5 48.5 32.0 74.7 62.1 26.8 29.2 77.0 43.8 3 . 2  92.5 48.3 77.3 70.4 26.3 26.0 75.3 33.8 
H2 +COconv..% 43.1 50.2 34.4 75.5 65.0 29.3 32.5 76.6 46.7 22.1 60.3 30.4 51.7 64.9 27.4 27.7 69.9'35.1 
H2/COusageratio 0.82 0.73 0.79 0.69 0.74 0.82 0.85 0.66 0.78 0.95 0.98 0.90 1.03 0.78 1.01 1.06 0.79 0.73 

H2/COexirratio 0.60 0.61 0.61 0.61 0.54 0.61 0.57 0.69 0.58 2.59 15.1 3.08 5.45 1.31 0.90 0.89 135 0.63 
Notes: Conventional FTS during period 1; SFTS during periods 2 - 18 with P t o d  = 5.5 MPa 
Syng?.S partial pressure PH2+Co = 0.7 MPa in periods 5 and 11. otherwise PH2+C0 = 1.5 MPa. 
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Figure 1. Elfect of gas space velocity on: (a) olefin; and @) 2-olefin selectivity during 
Si-TS a1 250°C. HJCO = 0.67 and 5.5 MPa (FA-1724). 
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PROMOTERS OF COBALT BASED FISCHER-TROPSCH 

Keywords : Syngas Chemistry, Co and Co-promoted (La,&) catalyst reactivity 

INTRODUCTION 

These last years, cobalt based catalysts have been widely developed in Fischer- 
Tropsch synlhesis, particuiarty for the preparation of higher molecular weight fractions (chain 
growth probability a > 0.9). The most studied catalysts are Co/A12@ or Co/Si@ undoped or 
doped by a second metal (Ru, Rh, PI, Re ...) andlor oxides (ZQ, Ti@, rare earth oxides ...) (1- 
5). The second metal generally favours the reduction of cobalt by hydrogen spillover 
phenomena or acts in regeneration of deactivated systems. The oxide operates through its 
interaction with the metal (Ti@, m), its reducibility (Ce@), its acidic character (A1203) or 
the coverage of the metal partide by different processes including migration to the surface 
(Lap@). In the present work, a comparative study of WSi@ catalysts and lanthanum oxide or 
cerium oxide promoted WSi@ catalysts is reported. Results concerning the preparation, 
reduction and reactivity with syngas in a sluny type reactor are included. 

EXPERIMENTALS 

Preperstion 

A solgel type method has been developed (6) instead of a conventional successive 
impregnation technique, in order to be able to control the cobalt dispersion, even at high cobalt 
loadings (25 wi%). The overall scheme of preparation is as follows (Scheme 1). 

Cobatt, cerium or lanthanum nitrate as well as tetraethoxysilane (TEOS) are dissolved 
separately in ethanol at 70°C. Once the solutions are mixed, precipitation is performed by 
adding an excess of oxalic acid dissolved in ethanol at 70°C. The released nitric acid makes 
the medium acidic, and during ethanol evaporation TEOS is slowly hydrolyzed by the water 
contained in the precursor salts. The evaporation is performed over a long period (6 hrs) until 
complete hydrolysis of TEOS. The catalysts are then dried (12 hrs, 100°C) and calcined 
(550°C, 4 hrs). The different catalysts prepared have the same cobalt weight content, and are 
described in Table 1. 

~ O t l T ~  

Temperature programmed reducton (TPRJ ; 
TPR experiments were performed by passing pure hydrogen 

(12 ml.min-1) over 0.2 g of calcined sample and a temperature increase rate of 1 K.min-1 has 
been selected. The reduction was monitored by water formation as measured in the exit gas by 
a catharometer detector. 

X-ray diffraction (XRD) : 

(I = 1.5418 A) in a Siemens D5000 powder diffractometer. The XRD paitems were recorder for 
2 values between 10 and 90" with a 0.005" spacing. Identification of ihe phases were made 
according to the JCPDS files. 

X-ray Photoelectron Spectroscopy (XPS) : 
The spectrometer was a Vacuum Generatots ESCA3 fitted with a preparation and an 

analysis chamber (10-10 Torr vacuum) (293 < T < 873 K). The deconvolutions were made both 
for the Co2p3/2 and Co2pin peaks. The binding energies were measured by taking the CIS 
peak of contamination c a h n  at 284.8 eV as reference. 

The monochromatic X-ray beam was produced by a Cu anticathode 
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Transmission Electron Microscopy (TEM) : 
The apparatus was a TESCON EM4026 type device (1.8A resolution, 200kV 

acceleration potenlel). The analysis for chemical elements was performed by EDS with a 
KEVEC analyzer (selected area 14 nm). The powdered sample was suspended in ethanol and 
one drop of the suspension was deposited on a copper grid covered by a carbon membrane. 

ReactMtyteSt 

The catalytic tests were performed in a slurry bed reactor (7). Typical conditions were : 
P 2MPa, T = 493K, H2/CO = 211, G.S.H.V. = 2000 h-1. The catalysts were reduced ex-situ at 
temperatures up to 513K under a flow of diluted hydrogen (5% H2 in N2) and then under a 
pure hydrogen flow with an increasing temperature up to 673K with a 1K.min-1 slope and a 
final step at constant temperature (400K) for 14 hrs. The syngas mixture was admitted into the 
reactor at room temperature. The starting time for the reaction at 493K is taken after 
stabilization of the catalytic system. 

RESULTS AND DISCUSSION 

chamcte~ronoftheca$lys$ 

Calcined catalysts 
By thermogravimetric analysis (TGA), it is shown that cobalt, mixed cobalt-cerium or 

cobalt-lanthanum oxalates are decomposed behveen 543 and 603K. At 823K, part of the 
lanthanum is present as an oxycarbonate. In the XRD diffractogramms and XPS spectra, cobalt 
is seen to be present as the Cog04 spinel phase, ceria in a fluorite structure and lanthanum as 
a oxycarbonate but also as a LaCoCO3 perovskite whose proportion increases with the amount 
of lanthanum added to the preparation. 

The XPS analysis of the surface indicates that Co/Si ratio diminishes on the surface 
after calcination : 0.12 instead of the theoretical bulk 0.403 ratio for the ColSiQ catalysts; 1.1 
compared lo 1.6 for Co-CeO2(A)/SiO2; and 0.3 compared to 1.5 for CeLa(a)/Si02). 

This clearly shows that after calcination silica is segregated to the sulface for the three 
series of catalysts. It must also be noted that cobalt silicate has not been evidenced. The NMR 
of silicium (MAS and CP-MAS) has shown that the initial silicagels are transformed to Siloxane 
groups but some isolated silanol groups are also present. 

The means size of the cerium oxide crystallites has been evaluated to be about 80-85A 
even for the catalysts with the highest cerium contents which indicates a very good dispersion 
of the promoter. Cerium oxide is present as aggregates and at the edge of lhese aggregates 
the Ce02 and c0304 crystallites are in close contact with each other. 

The size distribulon of the cobalt oxide particles has been detenined by TEM. The 
size distribution for Co-Ce(B)/SiQ is represented on Figure 1. For ColSiQ the mean size of 
cobalt oxide crystallites is about 300A. It is much less (about 135A) for Co-Ce/SiOp and for Co. 
LdSiQ (about lOOA). These results are in good agreement with those obtained by XRD 
(Figure 1). 

The BET surface areas (Table 1) of the catalysts are large. They deacrease upon 
addition of ceria or lanthanum oxide but remain higher than 
100 m2.g-1. It must be noted that the Co/SiO2 catalyst is microporous and that the 
mesoporosity increases with the amount of rare earlh oxide (porous volume for 0.22 cm3 g-1 to 
0.40 cm3.g-1). 

Reduced calalysts 
The reduction of all these catalytic systems has been followed by TPR and XPS. The 

TPR curves up to 753K (highest reduction temperature in the reactivily studies) for Co-Ce/SO;! 
and Co-LalSiO2 are reported on figures 2 and 3. 

The TPR curve for Co/SiO2 shows two reduction peaks (543K, and a broad peak 
between 603 and 703K) (8). These two peaks are two widely separated to comespond to a NO 

steps reduction of b 3 0 4  to coo Via coo. It is suggested either that the redudion temperature 
changes is due to the change in the metal oxide particle size or that the microporosity of the 
cab@ makes the diffusion of the water produced during the reduction difficult, thus inhibiting 
the reduction process In the micropares. 
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For Co-CdSiQ (Figure 2) two reduction peaks are clearly present especially for the 
catalysts with the highest cerium contents. The first peak (483-513K) is shifted to lower 
temPeratUre by increasing the cerium content. It corresponds to the reduction of Co304 to Coo. 
It is noteworthy that the presence of ceria lowers the reduction temperature of cobalt. The 
second Peak corresponds to the reduction of ceria (the peak changes with the amount of 

The Co-WSi@ catalysts cuwes have also two maxima except for the highest loaded 
Catalyst for which three maxima are observed (Figure 3). The three maxima are interpreted as 
the reduction of Cog04 to Coo (- 55310, the reduction of the perovskite structure activated by 
the free cobalt (- 613K) and the decomposition of carbonate species (> 72310. The extent of 

Ce02). 

reduction of all the catalysts obtained by TPR, XPS and oxygen titration are summarized on 
Table 2. 

As can be seen on Table 2, the cerium or lanthanum promoted catalysts are less 
reduced than the corresponding Co/SiOp catalyst (except for 
CO-La(a)/Si02). This point together with the lower initial cobalt oxide particle size (Table 1) will 
be important in the discussion of the catalytic reactivity results. 

The cobalt particle size afler reduction has been measured indirectly by reoxidation to 
cog04 followed by XRD analysis (Table 2). Compared to the calcined catalysts (Table l ) ,  a 
decrease of the cobalt oxide particle size (240A instead of 300A), as well as a homogeneity for 
that of Co-CdSiO2 (170, 165, 160 and 135A for catalysts A, B, C, D respectively) and a slight 
decrease for Co-La/Si@ (120, 105, 400 ,  <lOOA) for catalysts a,b,c,d respectively) can be 
noted. 

CatalyticreaCtMty- 

All the characterized catalyst have been tested under the conditions described in the 
experimental part. The results are expressed as: total conversion of CO (COO/*), conversion to 
hydrocarbons (HC%) and CQ (COph), and productivity in hydrocarbons (kg.kgcat-1 h-1). The 
specific activity TOFl (mole h-1) is defined as the number of CO moles transformed by gram of 
catalyst and unit time and TOF2 (mole h-1) as the number of CO moles transformed by cobalt 
metal site and unit time. The selectivity is expressed in mass per cent on a carbon basis. Table 
3 gives the reactivity results for all the catalysts. 

It can be noted that the CO conversion and TOFl are nearly the same for all the 
catalysts. For the promoted catalysts, TOF2 decreases with the promoter content. T O P  values 
are higher for ceria than for lanthana. For some catalyst samples (B and D), they are higher 
than for ColSiOp. Selectivities are reported in Table 4. 

The chain growth probability a deduced from the distribution of the hydrocarbons is 
0.92 for Co/SiOp. This value decreased for catalysts doped by ceria [from 0.87 (A) to 0.82 
(D,C)] or lanthana [(0.88 (b), 0.82 (a)]. It can be noted the low amounts of promoters (5wt%) 
are sufficient to induce this decrease. A closer examination of the selectivities obtained shows 
that as soon as ceria or lanthana are added (Figure 4) : 
-The methane selectivity changes drastically. (The mass fraction of CH4 is increased by a 

factor of 2 or 3). The formation of methane depends on the amount of ceria or lanthana 
added. 

- The C5+ mole % fraction decreases strongly upon addition of Ce or La (80.0% for CdSi02 
compared to less than 60.0% for Ce and La containing catalysts). 

-The mass fraction of C22+ hydrocarbons is divided by 3. 
- The Cg-C13 fraction is favoured in the presence or cerium or lanthanum The tendency has 

already been reported for Co-CdC tested under atmospheric pressure (9). 

From these results it can be seen that the cerium or lanthanum promoted catalysts have 
about the same activity as the unpromoted ones, however the changes in hydrocarbon 
distribution are more significant : lower a values, higher methane formation, increase of the Cg- 
C13 fraction and diminution of C22+ yields. The change in hydrocarbon distribution can be 
altributed to several factors : 
-The presence of smaller cobalt crystallites (240,135-170 and 100-135A for ColSiOq, 

- A  higher extent of reduction for the promoted catalysts. 
Co-Ce/Si@ and Co-WSi02) respectively. 
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-The intrinsic properties of ceria or lanthana which &n form hydrocahons by themselves (10). 
On the catalysts conlaining cerium or lanthanum, hydrogen chemisorption and desorption 
experiments (Table 5) show clearly the influence of the promoter on hydrogen desorption. 
Both promoters act as hydrogen storage agents and thus probably influence the 
hydrocarbon selecthrity of these catalysts (methane formation, decrease of chain growth). - Modification of the nature of the cobalt site by interaction between cobalt and the rare earth, 
changing the CO and H2 chemisorption properties. 

CONCLUSION 

The present work has evidenced the modifications of the catalytic behaviour of 
25 wt%Co/SiQ catalysts, when they are promoted by varying amounts of ceria or lanthana. 
The main changes were found in the cobalt particle size, the reducibility of h e  metal, and the 
ability to desorb previously admbed hydrogen from the catalyst. 

The changes of physical properties of the catalysts have few consequences on the 
catalytic activity, but strongly influence the hydrocarbons distribution. Addition of CeQ or 
La203 enhances methane formation, increases the selectivity in the C5-Ci3 fraction and 
decreases the chain growth probability a. 
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ethanol mixed solution pZF-1 

coprecipitation 

I 

I dry evaporation 

Co(x wt %)/Si02 
Co(25 wt%)Ce(y wt%)/SiOZ 

Scheme 1: Catalyst preparation procedure. 

I Table 1. 
Characteristics of catalysts. 

c o  

25.2 
25.5 
25.5 
24.6 
23.9 
24.9 
24.5 
24.3 

I Co-La(d)/SiOZ 24.8 26.4 4.7 43.4 384 110 
* oxygen titration (TEM measurement) 

Catalysts 

Co/SiOz 
Co-Ce(A)/SiOz 
Co-Ce(B)/SiOz 
Co-Ce(C)/SiOz 
Co-Ce(D)/SiOz 
Co-La(a)/SiOz 
Co-La(b)/SiOz 
Co-La(c)/SiOz 

- 
Si 

28.4 
7.4 
16.9 
23.5 
25.0 
6.9 
16.0 
20.8 

ce or 
La 

/ 
38.2 
21.5 
8.9 
4.8 
37.5 
21.2 
9.1 

0 

46.1 
26.0 
34.6 
42.7 
43.2 
28.1 
34.8 
43.0 

BET surface 
area 

(m2.g-1) 
293 
137 
103 
28 1 
245 
123 
131 
340 

Particle size* 
cobalt oxide 

(A) 
300(3oo) 

185 
170( 135) 

165 
185 

125( 110) 
125 
100 

Table 2. 
Reducibility of catalytic systems 

Reduction extent (%) 
Catalysts TPR XPS Oxygen Co particle 

titration size after 
noxidation 

(A) 
CoISiOz 73 82 77 240 

Co-Ce(C)/SiOz 51 77 160 
Co-Ce( D)/Si02 40 52 135 
Co-La(a)/SiOZ 80 84 81 120 
Co-La(b)/Si@ 65 76 105 
Co-La(c)/SiOz 64 65 <loo 
Co-La(d)/SiOZ 39 42 <loo 

Co-Ce(A)/SiOz 66 89 89 170 
Co-Ce(B)/SiOz 52 81 165 
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Reactivity tests for CdSi02. CoCe/SiO2 and Co-WSiO2 catalysts 
Conversion HC TOFl TOP 

oroductivitv 

1 
Co/Si@ 10.8 10.7 0.0 68.9 12.7 43.6 
Co-Cc(A)/Si@ 11.8 11.4 0.1 50.6 13.7 36.7 
co-a@)/si& 13.6 13.1 0.1 53.5 15.8 52.0 
Co-Ce(C)/Si@ 9.5 8.6 0.5 37.9 11.4 34.3 
a c e ( ~ ~ s j ~  12.9 12.6 0.1 54.6 15.9 55.3 
Co-La(a)/SiOz 11.6 11.2 0.2 37.2 13.9 21.7 
Cc-La(b)/SiOz 10.0 9.6 0.1 41.5 11.8 22.6 
CO-L~(C)/S~O~ 14.2 12.9 0.1 56.8 16.3 26.3 
Co-La(d)/sj@ 12.3 12.0 0.2 53.9 14.5 38.8 

(3 (b) (C) 
CO% HC% C02% 

Selectivities obtained with Co/Si&, CoCe/Si& and Co-WSi@ catalysts. 
catalvsts Mass selectivity (%) 

CI CZ-G c5& .ClO-c13 c 1 4 c Z 1  cZZ+ 
&/Si@ 15.9 2.5 3.1 11.5 24.6 42.4 
Co-Ce(AYSiO.2 34.0 9.2 12.3 15.4 15.9 13.2 
Co-Ce(B)/Si& 
Co-Ce(C)/Si@ 

Co-La(a)/Si@ 48.4 
Co-La(b)/Siq 47.7 8.9 12.9 20.1 
Co-La(c)/Si@ 
Co-La(d)/Si@ 43.4 6.6 14.0 16.7 13.2 

f Table 5. 
Amount of adsorbed and temoernture desorbed hvdronen ,- - - -  

on Co/Si@, Co-Ce/SiO2 &id Co-La/SiO2-&1lysts 
Catalysts Chemisorbed H2 Desorbed HZ 

(pno1e.g cat-1) (pmo1e.g cat-1) 
Co/Si& 11.4 4.5 

Co-Ce(A)Si@ 14.5 30.4 
Co-La(a)Si@ 14.8 28.3 

I I I I I I I 

I I I I 

' 60 ' 80 ' 100 ' 130 ' 150 ' 180 ' ux) ' 
Particle size of cobalt oxide (A) 

Figure 1. Cobalt oxide particle size distribution 
for Co-Ce(B)/SiOZ catalyst. 
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MANGANESE MODIFIED NANOSCALE COBALT CATALYST TO SYNTHESIZE 
LONG-CHAIN HYDROCARBONS 

Yongqing Zhang,Bing Zhong and Qin Wang 
State m y  Laboratory of Coal Conversion,Institute of Coal 

Chemistry,Chinese Academy of Sciences,Taiyuan,030001,PR China 

ABSTRACT: Cobalt catalyst supported on Z r 0 2  coated Si02 aerogel 
exhibits high FTS activity and C5* selectiity at a moderate 
pressure in fixed bed reacter. It yields 1509 liquid hydrocarbons 
and FT w a x  for every cubic meter of syngas. The effect of 
manganese modification on structure, texture, reduction, H, 
adsorption and ET'S performance of Ca/Zm2-sio2 catalyst was 
examined. The results show that addition of proper amount of 
manganese lowers the methane selectivity and raises Cs+ 
selectivity ,but excessive amount of manganese added leads to 
opposite results. Carbon number distribution of Co-Mn/ZrO~-Si02 
no longer follows SF distribution. Distict two peaks (maximium 
point at CII and C1, respectivily) are observed in the profile of 
carbon number distribution for Co-Mn/ZrO~-Si02 indicating the 
existence of two kinds of active sites. 

Keywords: Fischer-Tropsch Synthesis, Nanoscale Catalyst,Manganese 
Promoter 

INTRODUCTION 
Fischer-Tropsch synthesis is catalytic reaction of CO 
hydrogenation for obtaining C2+ hydrocarbons.Carbon number 
distribution of traditional FTS product obey Schulz-Flory 
distribution which constrains selectivity improvement of toward 
any product with particular carbon number.Research work of ETS 
has been concentrated on method and principle to control chain 
length distribution in last twenty years.Currently, the objective 
of most FTS research work is to increase the a value to as high 
as possible(0.95 or above) in order to synthesize long chain 
hydrocarbons (1) .Different conclusions were drawn on the point of 
weather ET'S reaction is structure sensitive (2-3). General result 
is that specific activity of FTS is affected by properties of 
support material and active metal crystal size of catalyst. 
Generally,the enlargement of active metal crystal size will 
increase the selectivity of long-chain hydrocarbons.It is because 
that in the process of FTS reaction, growing carbon chain lies on 
the surface of active metal crystals. So large metal crystal is 
required to obtain long-chain hydrocarbons. But for catalysts 
with some extent of metal-support interaction, such as Fe/AC(4) 
and CO/zrO2(5), opposite results were obtained. Selectivity of 
long-chain hydrocarbons increases with the decreasing of metal 
crystal size. To this kind of catalyst,minimization of particle 
size leads to stronger metal-support interaction.Then metal 
support synergism plays more important role to affect FTS 
activity and selectivity than metal crystal size of catalyst does. 
Consequently,preparation of modified ultrafine FTS catalyst with 
metal support interaction is a promising path to synthesis long 
chain hydrocarbons with high activity and selectivity. 

Sol-gel method is a traditional way to produce ultrafine oxides. 
Previously,ultrafine SiO, aerogel powder was prepared by sol-gel 
method followed by supercritical fluid drying technique.The Si02 
aerogel powder obtined was then coated with ZrO2 to form Zr02-Si02 
complex oxide.Cobalt catalyst supported on this complex oxide is 
in the category of nano materia1,its particle size is about 
9.Onm.Under moderate pressure and in a fixed bed reactor,this 
catalyst was proved to be an extremely suitable catalyst for 
synthesis of long chain hydrocarbons,C'+ yield could reach 150g 
per cubic meter of syngas(6). 

Promotion effect of manganese on iron F-T catalyst was studied 
extensively. The promotion effect was attributed to alkali and 
structure promotion. One of the characteristics of alkali 
promotion is to improve the selectivity of long chain 
hydrocarbons. Consequently, promotion effect of manganese to 
ultrafine Co/Zr02-Si02 catalyst on the properties of 
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structure,texture,reduction and F-T synthesis is investgated in 
this paper. 

EXPERIMENTS 
Catalvst vreDaration 
Ultrafine silica aerogel was prepared by sol-gel method using 
TEOS as t h e  precusor followed by supercritical fluid drying of 
the gels in an autoclave.The obtained monoliths w e r e  calcinated 
at 6233 for 8hr and crushed. Zirconia coated ultrafine silica 
support was prepared by coating the ultrafine silica aerogel 
powder with solution of zirconium nitrate in a rotary 
evaporator.Dried sample was then calcinated at 6733 in 
air.Preparation of cobalt catalysts was completed using incipient 
wetness technique with cobalt nitrate as impregnation solutions. 
Manganese promoted catalysts were prepared using a mixed solution 
of cobalt nitrate and manganese acetate as the impregnation 
solutions.Catalysts so obtained were then dried and calcinated 
before being pellesized and sieved. 

Characterieation 
Cobalt loading of these catalysts were axamined by ICP. BET 
surface areas and the distribution of pore volumes were measured 
by Micromeritics ASAP 2000 physical adsorption unit. XRD analysis 
were performed on a Rigaku diffractometer. X-ray photoelectron 
spectra w e r e  recorded with a Perkin-Elmer PHI 1600 ESCA system 
equiped with Al Ka X-ray excitation source and hemispherical 
electro analyzer. TPR tests were performed in a U-shape reaction 
tube with a catalyst loading of 0.29, Ar purge temperature of 
4733,temperature raising rate of 10 K/min, the carrier gas was 
H2/Ar(H2 8.6V%) and the detector was TCD. TPD tests were processed 
after adsorption of E2 over catalysts reduced at 6733 and cooled 
in ambient temperature. 

Reaction tests 
The catalyst precursors (5g) w e r e  loaded into fixed bed 
laboratory reactors and reduced in situ at 6733 under hydrogen. 
Synthesis gas (CO/H2=1:2) was subsequently fed over the catalysts 
and the  system was kept at steady e t a t e  before mass balance data 
were collected. Liquid and solid condensates were collected in 
two seperate condensers. Product analysis for gas,liquid and 
solid products were all performed by GC using various columns. 

RESULTS AND DISCUSSION 

Table 1 illustrates the effect of Mn loading on texture property 
of Co-bh/ZrO2-Sio2 catalysts. The results indicate that comparing 
with Co/Zr02-Si02 catalyst, the addition of manganese decreases 
the surface area and pore volume of Co-Mn/ZrOt-Si02 catalyst and 
the change of average pore diameter is slight. The surface area 
and pore volume of three Co-Mn/Zr02-SiOa catalysts decrease with 
an increase of manganese loading. 

1 
XRD spectras of Co (10.71%) -Mn(l.57%) /ZrOp-SiOp catalyst before and 
after reaction were both recorded. We concluded that the addition 
of manganese increases the metal dispertion of cobalt and makes 
the crystal size of cobalt smaller. F~rthermore,Co~Mn20~.~ spinel 
phase was formed after calcination of Co (10.71%) -Mn (1.57%) /Zr02-  
Si02 .catalyst. 

Surface characterization of Co-Mn/ZrO2-siO~ catalysts 
Surface property of Co/ZrO~-Si02 and three Co-Mn/ZrO~-Si02 
catalysts w e r e  studied by XPS. Binding Energy and atomic ratio of 
the Catalysts are listed in Table 2. From comparision of results 
of surface and bulk atomic ratio, it is evident that 
beneficiation of manganese at catalysts surface is significant. 
On the other hand,both Co2p3j2 and MnZp3/2 have two BE values which 
verifies the formation of Co,Mn spinel phase. 

1 
Reduction property of Co-Mn/ZrO2-SiO2 catalyst was investigated 
by TPR. The results indicated that manganese promoter reacts 
With a part of COO to form Co,Mn solid solution. Therefore the 
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reduction of COO is hindered and the reduction degree of 
catalysts in 673K decreases with the increasing manganese loading. 

FTS Derformance of co-~n/zrOz-SiOz catalvsts 
The component of a catalyst affects the FTS performace 
significantly. The change of ETS performance at the same reaction 
tamperature(493K) ,with the increase of manganese loading, are 
listed in Table 3. The following conclusions could be drawn: 
1) CO conversion rate decreases. 
2) Olefin to paraffin ratio increases evidently and then 

decreases. And olefin to paraffin ratios of all Co-Mn/ZrOz- 
SiOz catalysts are higher than that of Co/ZrOz-SiOz. 

3) Cli. selectivity decreases to a minimum and then increases. 
4) C5* selectivity increases to maximium and then decrease. 
5) Wax to oil weight ratio increases to maximiurn and then decreases. 
The results indicate that certain amount of manganese addition 
could increase the selectivity of longer chain hydrocarbons,while 
excess amount of manganese addition leads to opposite results. 
FTS performance of Co-Mn/ZrOz-SiOzis explained as the followings: 

Decrease of CO conversion rate. (1)Addition of Mn promoter 
dilutes and covers the Co active sites. (2)The reduction of COO 
was hindered by Mn and the degree of reduction of the catalysts 
at 673K decreases. 

Increase of olefin to paraffin ratio. (1) Manganese as a texture 
promoter. Addition of Mn makes cobalt crystal size get 
smaller.Smal1 crystal size makes newly produced olefines leave 
the surface of the catalyst quickly and increase the diffusion of 
olefin.Therefore, the secondary hydrogenation of olefines is 
restrained. (2) Group effect caused by beneficial of manganese on 
catalyst surface.Cobalt active sites are divided into smaller 
groups and this kind of surface modificaton restrains the 
hydrogenation of catalysts effectively. (3) Manganese as an 
electron promoter.Addition of Mn enhances the d-rr feedback of CO 
to Co and therefore weakens Co-8 bond. 

Decrease of CHI selectivity and increase of C5+ selectivity. (1) 
Manganese as an alkali promoter.One of the characteristic of 
alkali promoter in FTS catalyst is to increase the selectivity of 
longer-chain hydrocarbons. (2) Group effect of manganese. The 
formation of methane requires a relatively large distribution of 
active center groups. 

Fig. 1 is the products carbon number distribution for Co/Zr02-Si02 
and Co(l0.71%)-Mn(l.57%)/ZrO~-SiO~ catalysts.It can be seen that 
carbon number distribution of Co/Zr02-Si02 catalyst follows 
Schulz-Flory distribution while that of Co-Mn/ZrOz-Si02 catalyst 
deviates SF distribution and have two peaks instead.The maximium 
points are CII and CI,, respectively. Double-peaks distribution 
indicates the existence of two kinds of active centers. The 
author ascribes the active centers to be Co and Co,Mn spinel 
seperately.The assumption were verified by the results'of liongwei 
Xiang on Co-Mn/ZrOz catalyst and Yongqing Zhang on Co-Cr/ZrOz-SiOz 
catalyst(7). 
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Table 1 Texture of oxidat ion state co-t&In/ZrO 

o (10.71%) -m(l. 57%) /zrO~-Si02 

Table 3. FTS performance O f  c(L+BlyStS 

Reaction condit ions:  H,/CO=2, P=2. OMPa,T=473R,GHSV=500h-1 
6 :  o l e f i n  t o  paraffin r a t i o .  

No. 3: Co (11.58%) -Mn (3.28%) /zrO~-Si@ No.4: Co(ll.O9%) -&(4.36%) /ZrOz-SiOz 
NO. 1: Co(l0.739) /Zr02-Si02 NO.2: CO (10.71%) -*(l. 57%) /ZrO,-Si02 
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Fig 1. Carbon number distribution of products Over Fig 2. Schulz-Flory distribution of products over 
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FUNDAMENTALS OF CATALYSIS 
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Carter Technologies 
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I. Background 
Catalysis has been conducted for many years yet no fundamental understanding has emerged 
which teaches how to design a catalyst at a molecular level. Linus Pauling’ stated, “It is 
thought that catalysts speed up reactions by bringing the molecules reacting together and 
holding them in configurations favorable to reaction.” This definition offers a picture of what 
is to be achieved but does not suggest a mechanism of how catalysis might be accomplished. 
An alternative definition is proposed: catalysis is a barrierfree transformationfrom one 
electronic configuration ro another. This definition is presented as a starting point for a more 
formal development toward a goal of catalyst design at a molecular level. A true catalyst 
provides an orbital pathway for reactants to proceed to products such that the thermodynamic 
change in free energy for the reaction is negative. Thus, the act of catalysis will be treated as a 
radiationless stimulated emission - a natural transition from one electronic state to another. 

11. Geometry 
Consider the geometry of a set of atoms which compose a catalyst. Let r be the wave function 
of the reactant and let p be the wave function of the product. Catalytic conversion of a reactant 
to a product may be represented by a unitary transformation of r t o p  as Ur =p so both the 
length of the vector and the symmetry of the wave function are preserved. This same unitary 
matrix transforms the wave function of the catalyst c such that Uc = c since a catalyst returns 
to its original state following conversion of a reactant to a product. The column vectors of the 
unitary operator U were determined by expansion of the general form of a three by three 
unitary matrix to  find the eigenvalues of uv‘ = E  so the value of the special function, c, could 
be calculated. The result is presented in figure 1 which shows the only geometric form allowed 
for a catalyst under such a unitary transformation is a one dimensional or linear geometric 
configuration. In this case its linear in the x-direction, but this axis is not unique. For example, 
catalysts represented by Y-M-Y for which M is a transition metal and Y is any appropriate 
electronegative atom such as CI-Mn-CI or Co-Fe-Co, are described as being in linear 
geometric configurations. Should the molecule Y-M-Y be inherently non-linear, it may still 
exhibit catalytic activity during that fraction of time its bending vibration carries it through a 
linear configuration. 

111. Symmetry Requirements 
The symmetry ofthe reactant(s) associated with a catalyst is best described as belonging to a 
specific symmetry group. For example, carbon monoxide associated with a MI-M2-MI 
catalytic backbone, as required for Fischer-Tropsch catalytic conversion of COM2 to 
hydrocarbons, may be represented as shown in figure 2. The two C-0 molecules associated to 
the catalyst MI-Mz-MI form a group described by the E, C2, I, 5’2‘. S,” and a classes of 
symmetry operations. These six operations form a special Da symmetry group as shown in the 
character table of figure 3. During the instant of catalysis an initial chemical transformation is 
caused by the shifting of electrons from the catalyst, figure 2 4  to form metal-carbon and 
metal-oxygen sigma bonds, figure ZB. These geometrical configurations represent the 
individual functions of the degenerate basis El. One of the two-fold degenerate wave 
functions represents bonding configuration A while the other describes bonding configuration 
B. The transformation from one degenerate level to the other may be described as a barrier 
free electron shift. From the form of the mutually degenerate representations 
T(Ed different cooperative electron bonding may be inferred. Thus, Y+ = v E I A + Y E l B )  = 
2q1-’P2-(P3-2q4++(P3++cPs results from the sum and Y. = (YEIA-YEIB) = -cp2+cp3+cp,-cp6 results 
from the difference of the doubly degenerate functions. The relative sign patterns are shown 
for both the sum and difference molecular functions in figures 2C and ZD. The sign of the 
wave function at carbon atoms 2 and 5 remains unchanged from Y+ to Y.. These atoms 

and 
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represent expectations of the active catalytic sites. Since no change of sign is evident, then 
catalysis may proceed under the barrier free condition. 

The symmetry of a propene-catalyst association also belongs to the special DzS symmetry 
group. Propene associated with the catalytic site Mz, refer to figure 4, may be represented 
where only one critical hydrogen atom is shown. Here the sign of the wave function on atoms 
I and 4 remains unchanged from Y+ to Y.. Thus, group symmetry considerations represent 
these two atoms as the expected catalytically activated sites. Experimental evidence shows the 
great majority of products formed during Ziegler-Natta catalysis do bond head-to-tail while the 
mechanism shows a tail-to-tail bond formation. This suggests a methylide and hydride 
exchange during an intermediate step to affect the apparent final head-to-tail bonded product. 

IV. Transition Probability 
A measure of the efficiency of catalysis may be determined by its transition probability, just as 
the intensity of a spectral &ine may be determined by its transition probability from one state to 
another allowed state. Such an electronic transition occurring between the product and 
reactant states Yp and Y, may be expressed by a quantum mechanical probability Im,,f for 
which the transition moment m,, is given by the expression 

m,, = jy;vYdi 

where p is the amplitude of the induced electric moment. Einstein's transition probabilities' 
are seen to be wholly applicable for describing the electronic transition of molecular catalysis. 
Computation of the transition moment can be conducted specifically by using the set of wave 
functions which represent a metal-carbon monoxide complex as expressed previously, namely 

@ =  a a + @ + @ < + @ d  

= (I/&)[ ~ / 6 c p F ~ ~ , ~ ( ~ ) ' n / 8 c p F c ~ d ~ ~ ( ~ ) ' n / 8 ( p F c ~ d ~ ~ ~ / 8 ( p F e ~ ~ z ~ ( p 0 ' z p y ~ ~ o ' ~ p ~ ] ~  
+ ( 1/Nz)[ ~/6cpF'4.-(2)'~/8cpFc3~~+(2)1n/8(pFc3d~- ~ ~ 8 ( p F c ~ m ~ c p C 1 z ~ y ~ c p C 1 z , ] ~  

+ (IN*)[ 1 / 6 ~ F e ~ ' - ( 2 ) ' n / 8 ~ F e ~ d , - ( 2 ) ' R ~ ~ ~ F ' ~ d ~ + I / 8 ( p F ' 3 ~ ~ - ( p 0 2 ~ p y f ~ o 2 z ~ ] ~  
+ (I/&)[ ~/6cpFc~~+(2)'n/8cpFe3dd,-(2)1"/8(pFc3d~- ~ / 8 c p F ' 3 ~ - ( p C Z z p y + c p ~ z , ] d  

for which the normalization constant is N2= (349)"/6. Here all of the valance orbital functions 
have been given specifically and each of the four quadrants of the molecular association for the 
complex have been enclosed in brackets for purposes of organization. The transition moment 
can be computed, one quadrant at a time, replacing p by its operator r using the system wave 
functions @ as 

m,,' = .f@:rRdi 

m x 2x 

0 0 0  
= .f .f .f@.'rO.?sinO dcp dO dr 

Orthonormalized hydrogen-like one electron wave functions' were used and each of the four 
quadrant contributions to the transition moment was computed separately. The results by 
quadrant are 

m,, = +qb +m,,' +m,,d = 0.20921 10+0.2603221+0.2092110+0.2603221 

or m,, = 0.9390517. 

The value of the transition moment approaches unity supporting the requirement for a catalyst 
of linear geometric configuration constrained by a special Da symmetry group. Such strong 
transitions are not to be construed as oxidations or reductions since the time of a catalytically 
stimulated transition is expected to be less than the time of a molecular vibration (< I O l 4  

second) following which the shifted electrons return to the original electronic configuration 
leaving new products in place of the reactants. I 
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V. Catalyst Stabilization Against Permanent Oxidation 
The external atoms MI- and -M3 in the linear catalyst cluster MI-Mz-M, are present to stabilize 
the oxidation state of the catalytic site -Mz -. These groups possess the same or greater 
electronegativity' as -M2- and represent the only allowed condition for catalysts. This effect is 
described by positioning local dipoles along the bonds pointing toward the external atoms. 

A set of allowed bimetal and centrally symmetric trimetal linear catalysts formed from first row 
transition metal series elements is presented in figure 5. Similar sets of linear strings of 
symmetry allowed catalysts can be formed from the second and third row transition metal 
series. Noncentrally symmetric catalysts, such as Fe-Mn-Cu and interseries catalysts, are also 
possible provided they conform to the requirements of the theory. 

Different oxidation states are required for various types of catalysis. For example, Fischer- 
Tropsch conversions can be accommodated by strings of zero valent metals such as Fe-Fe and 
Fe-Fe-Fe while Ziegler-Natta reactions seem to require higher oxidation states such as the 
Ti3' Ti3+ - and Ti3'-Ti3*-Ti3' strings. 

VI. Ab Initio Computation of the Energy of a Carbon Monoxide-Catalyst Complex 
Strength of the bond between the associated reactant and the active site of the catalyst was 
considered for the case of a carbon monoxide pi-bonded to the iron atom. A three atom model 
was developed in which the associated carbon monoxide was positioned symmetrically with the 
iron atom. Bond distances of 1.830 Angstroms for the iron to carbon and iron to oxygen 
bonds, and 1.210 Angstroms for the carbon to oxygen bond were assigned. Molecular bond 
energies were computed using the Hartree-Fock formalism for an eighteen electron spin 
function for a closed-shell system4. The symmetry determined molecular wave function is the 
best representation for carbon monoxide pi-bonded to the iron atom. It was derived from the 
same symmetry determined valence electron function employed for the transition moment 
computation. A single cycle bonding energy of 2.5152 eV ( 5 8  kcaVmol) was computed for the 
complex. The energy level was doubly degenerate as anticipated by the symmetry requirement. 

VII. Recent Applications 
Generation of a theoretical model based on these ideas forms the basis for identification of 
specific molecular catalysts for selected chemical reactions through computational methods. 
Several catalysts have been prepared in the laboratory, based on this work, for use in Fischer- 
Tropsch conversions, ambient temperature oxidation of gasoline and diesel fuel in water, and 
other reactions. The Fischer-Tropsch catalyst Co-Fe-Co was responsible for formation of 
liquid hydrocarbons directly in the CS to CZZ range. GC-MS and FTIR molecular spectra show 
the products to be linear aliphatic hydrocarbons, refer to figures 6. Approximately half a dozen 
Cu-Fe and Fe-Fe based oxidation catalysts of the form Fe(CN)zL3-FeCIzL3, for L being 
KZCu(CN)3 and related ligands, were prepared for destruction of 20 ppm gasoline and 100 
ppm diesel fuel in water in approximately 15 minutes. Refer to figure 7. 

VIII.  Conclusion 
Recognition of a reasonable starting point in the form of a definition of catalysis, namely that 
catalysis is a harrierfree transformationfrom one electronic con&uration to another, has 
became a basis from which the fundamentals of catalysis have been developed. Application of 
these fundamentals has produced oxidation, Fischer-Tropsch and other catalysts which 
generated products at good rates at room temperature without prior thermal conditioning. It is 
hoped that this work will add to the existing body of catalysis knowledge and give industry 
new opportunities for development, and expanded growth in the future. 
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1. INTRODUCTION 

The importance of natural gas as a source of energy has increased substantially 
in recent years and is expected to continue to increase. In the recent past many new 
gas fields were discovered around the world, leading to a large increase in the proven 
world gas reserves. Proven world gas reserves are now approaching those of oil and, 
on the basis of the current reserves situation and relative depletion rates, natural gas 
seems to be set to outlast oil. 

The main drawback of natural gas remains its low energy density, which makes 
its transportation to the point of use expensive and which may even prohibit its 
exploration and production. Shell and others have therefore been looking at processes 
that chemically convert natural gas into liquid hydrocarbons. Critical for the viability of 
each project is the value of its products. The chemical products like ammonia, urea 
and methanol have shown a high price volatility in the market with a relatively low entry 
barrier, Production of top quality middle distillate fuels from gas is favoured by recent 
developments in fuel quality requirements, the ease of transport and distribution of the 
products, and the enormous market for the products. The middle distillates from SMDS 
will therefore be well positioned in the market place of quality transportation fuels. 

It has been realised that there are many places in the world where gas is 
available, without a ready market and where, as a consequence, it would have a much 
lower intrinsic value compared with transportation fuels. It is this difference in value 
that would drive a synthetic fuel project and provide opportunities for both government 
and private enterprises. 

The present scene in the field of oil and transportation fuels and the prospects 
for the near and medium term however, call for a careful and selective approach to any 
synfuel development. At low fuel oil prices almost no alternative energy technology can 
compete with existing refining. On the other hand, the crises of the early seventies and 
early eighties provided important lessons: emergencies come at relatively short notice, 
and, because of the lead times usually involved in technological development, in a 
crisis the answers to problems always come too late. 

Next to the synthetic hydrocarbon transportation fuels, a similar role could be 
perceived for methanol. However, use of methanol as a transport fuel has considerable 
drawbacks. These include the required modifications to fuel distribution systems and to 
the car I engine fuel system. Synthetic hydrocarbons, on the other hand, have the 
advantage that they can be readily incorporated into existing fuels which can be used in 
today equipment. In addition, middle distillates manufactured from natural gas have 
very environmentally friendly properties, upon which we will elaborate in this paper. 
The cleanliness of natural gas is, as it were, transferred into its products. The middle 
distillates from SMDS will therefore be extremely well positioned in a market place with 
an ever increasing quality demand. Natural gas conversion has become an asset far 
Shell with the construction and successful operation of the first commercial natural gas 
to transportation fuels conversion plant , SMDS(M) Bintulu. 

2. THE PROCESS 

The SMDS process combines conventional and well proven technologies with 
advanced technology using newly developed heterogeneous catalysts. 
The overall process starts with the conversion of natural gas into synthesis gas, for 
which there are several commercial processes available. For the production of 
predominantly saturated hydrocarbons, -CH2- , the syngas components H2 and CO, 
are consumed in a molar ratio of about 2: 1, so a production in about that ratio is 
desirable. This influences the choice of process, as will be explained below. 
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The next step of the process, the hydrocarbon synthesis, is, in fact, a 

modernised version of the classical Fischer-Tropsch (FT) process, with the emphasis 
on high yields of useful products 

The Fischer-Tropsch process developed by Shelf for SMDS favours the 
production of long chain waxy molecules which, as such, are unsuitable for 
transportation fuels. The hydrocarbon synthesis step is therefore followed by a 
combined hydro-isomerisation and hydrocracking step to produce the desired, lighter 
products. By opting for the production of waxy molecules in the Fischer-Tropsch step, 
the amount of unwanted smaller hydrocarbons or gaseous products, produced as by- 
products, is substantially reduced. This means that the process, simply spoken, does 
not make 'gas' out of gas. Combined with the high selectivity towards middle distillates 
in the hydrocracking step the overall process shows a high total yield of product in the 
desired range, 

In the final stage of the process, the products, mainly kerosene, gasoil and 
naphthas, are separated by distillation. By the right operating conditions in the 
hydrocracking step and the subsequent distillation the product slate can be shifted 
towards a maximum kerosene mode or towards a maximum gasoil mode depending on 
market circumstances. 

2.1. Synthesis Gas Manufacture 

viz., steam reforming and partial oxidation. 

Steam Reforminq (SMR) 

Starting from pure methane, SMR is the most commonly used conversion 
process for natural gas into synthesis gas, and could theoretically produce a synthesis 
gas with an H2/CO ratio of about 3. This process has the advantage that it doesn't 
require an air separation unit for the production of pure oxygen. 

For the Fischer-Tropsch process SMR turns out to be less suited since the high 
H2/CO ratio is a disadvantage for a reaction which is highly exothermic and obeys first 
order kinetics in hydrogen partial pressure. Two other disadvantages are the large size 
of the reformer furnace which limits the scale-up potential of this synthesis gas 
technology and the limitation in pressure of about 30 bar, while the Fischer-Tropsch 
reaction is preferably carried out at somewhat higher pressures. 

On the other hand SMR technology might be favourable for small scale Fischer- 
Tropsch applications and for feed gases having a high content in COz. 

For the production of synthesis gas in principle two technologies are available, 

Partial Oxidation 

A synthesis gas with a H2/CO ratio of about 2, can theoretically be produced by 
partial oxidation of methane with oxygen. Without much correction such gas is suitable 
for the production of middle distillates. The oxygen source can be air, or pure oxygen or 
anything in between. The final selection depends on a number of factors and can be 
different from project to project. However, generally, economics favour the application 
of pure oxygen. 

For this type of partial oxidation several processes exist amongst which Shell's 
own Shell Gasification Process (SGP) which has been applied for several decades for 
the gasification of residual oils and has been chosen for the SMDS plant in Malaysia 
as the most appropriate synthesis gas manufacturing process. 

For the catalytic Fischer-Tropsch synthesis, the synthesis gas must be 
completely free of sulphur. For this requirement all sulphur components are removed 
upstream of the partial oxidation step. A number of well-known treating processes are 
available the application of which is mainly guided by the type and concentration of the 
sulphur components in the natural gas. 

2.2. The Hydrocarbon Synthesis Step 

In the Heavy Paraffin Synthesis (HPS) step, the synthesis gas is converted into 
long chain, heavy paraffins. The paraffinic hydrocarbons produced via the FT reaction 
are highly linear. The formation of the linear paraffinic molecules can be described with 
the Anderson Flory Schultz [AFS] distribution model. Relation between model, design, 
product slate, catalyst and plant operation and economics will briefly be discussed, 
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During the catalysed reaction of synthesis gas to the primary paraffinic product 
an appreciable amount of heat is released. For the classical catalyst system this 
requires a considerable control of the temperature in view of the following constraints: 

- The temperature window of stable operation is rather small 
- A high space-time yield demands a high temperature 
- At only moderately higher temperature a side reaction leading to methane 
formation becomes more dominant, reducing selectivity and, eventually, stability. 

Because of these shortcomings, Shell has developed a new and proprietary catalyst 
system which establishes substantial improvements in all these areas. Its robustness 
allows the use of a multitubular fixed bed reactor system at a temperature level where 
heat recovery, via production of medium pressure steam, leads to an efficient energy 
recovery. The catalyst self can be regenerated in situ whereby the cycle time depends 
on a number of factors like process conditions, changes in feedgas composition and 
production planning. 

2.3. Heavy Paraffin Conversion (HPC) 

One of the prerequisites for obtaining a high selectivity towards n-middle 
distillates is a sufficiently high average molecular weight of the raw product. This 
product, which is predominantly waxy but contains Small amounts of olefins and 
oxygenates, has to be hydrogenated to remove the olefins and oxygenates, has to be 
hydrocracked into the right molecule lengths for kerosene and gasoil and has to be 
isomerised to improve the cold flow properties. A commercial Shell catalyst is used in a 
trickle-flow reactor under rather mild conditions of pressure and temperature. The HPC 
product is subsequently fractionated in a conventional distillation section. The product 
fraction which is still boiling above the gas oil range is recycled to the HPC section. By 
varying the process severity or the conversion per pass one can influence th 
selectivity towards a preferred product. Hence one may opt for a kerosene mode(J 
operation yielding some 50% kerosene on total liquid product or for a gas oil mode of 
operation producing up to 60% gas oil. 

The principle of combining the length-independent chain growth process (in the 
HPS) with a selective, chainlength dependent conversion process has been applied to 
selectively produce middle distillates from synthesis gas. The two stage approach 
creates flexibility for differentiated product slates since the primary Fischer-Tropsch 
liquid product can be converted into different product distributions by adjusting the 
cracking severity in the heavy paraffin conversion step. 

For the SMDS Bintulu project, the technology was extended to include the 
production of specially chemicals. This addition was required to support the economy of 
a relatively small pioneer project. It takes advantage of the high quality of all the 
products respectively intermediate streams produced. Linear paraffins of varying length 
are isolated as solvents, detergent feed stocks and waxes. lsomerised molecules 
boiling below the gasoil range are worked up into lube oils. Their product properties 
are discussed below in some more detail. Figure 1 depicts a block diagram of the 
SMDS Bintulu complex. 

3.THE PLANT 

The first commercial SMDS plant is located in Bintulu, Malaysia. At this place, in 
the state of Sarawak, sufficient remote natural gas is available for conversion. About 
100 MMSCFD are converted into liquid products whereas a much larger amount is 
liquefied in the Malaysia LNG plant. As an advanced gas conversion technology, SMDS 
technology is of great interest for Malaysia with its significant gas reserves. A joint 
venture were formed by Petronas, Sarawak State, Mitsubishi and Shell. The project 
was developed by Shell Internationale Petroleum Maatschappij (SIPM today SIOP), 
constructed by Japan Gasoline Corporation (JGC) and is operated by Shell. 

A short history of construction, commissioning and start-up including some 
useful lessons learnt when bringing new technology into life on an industrial scald will 
be presented during the presentation. 

Plant throughput, availability of the complex and reliability of the process units 
increased over the last three years. It forms a tremendous source of experience and 
know-how and represents a valuable basis when entering into the next generation 
SMDS plants. 

4. THE PRODUCTS AND THEIR MARKETS 
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The Fischer-Tropsch synthesis for transportation fuels has the great 
disadvantage that first the hydrocarbonaceous feedstock has to be gasified and 
converted into synthesis gas before the route to the transportation fuels can be taken. 
On the other hand, it turns into an advantage since the target products are built from 
their molecular building blocks H2 and CO. As described above, after having converted 
olefins and oxygenates into paraffins separation into valuable products and further 
conversion I isomerisation into clean transportation fuels can start. Studies and 
experimental programmes were undertaken to identify and develop the unique SMDS 
products. The marketing of these products was and is a challenge, but creates 
simultaneously many opportunities, for example, legislation related to improvement of 
air quality. To be able to comply with the regulations, components of the purity provided 
by SMDS products are welcome and very well accepted in the market place. 

SMDS products are extremely clean. They contain no sulphur, no 
nitrogen and aromatics at the limit of detection. The SMDS products have impurities 
that are several orders of magnitude lower than highly refined crude oil derived 
products. Hence, several normal 'oil impurities' are not detectable by the standard 
methods. Below some typical properties for the product groups as indicated in Figure 1 
are briefly discussed. 

4.1. Middle Distillates 
Naphtha 

The naphtha or C5-C8 fraction from SMDS is highly paraffinic. These paraffins 
are known to have a rather bad combustion behaviour (expressed in a low octane 
number), W e n  isomerised (predominantly one methyl branch) the front end 
components can be used in the automotive gasoline pool whereas the heavier 
molecules (C7, C8) need further upgrading for the gasoline market. This will become 
important for future SMDS plants since applications as described below can only 
absorb a limited amount of these products. However, the transportation fuel market is 
immense, spread all over the world and expanding in some important areas. Actually, 
the consumption of gasoline is estimated to about 600 million metric tonnes per year 
and that of gasoil (diesel) to about 370 million metric tonnes per year. 

Besides blending SMDS into the gasoline pool it can be used as chemical feed 
stock for petrochemicals. Its paraffinic nature makes it an ideal cracker feed stock for 
ethylene manufacture. The paraffinic nature and the purity of the SMDS naphtha results 
in about 10 percent higher conventional ethylene yields compared to petroleum-derived 
naphtha feed stock. Expectations have been met when processing SMDS naphtha on 
large scale in industrial steam crackers, e.g. in Singapore. 

The ethylene world market presents about 70 million metric tonnes per annum 
and is expected to grow with a rate of about 5 % per year in the next 5 to 10 years. 
The market share of East Asia is estimated to represent about 15 % of the world-wide 
market by the year 2000. This would represent a doubling of the demand in a relatively 
short period of time and present opportunities for SMDS naphtha despite the fact that 
new capacity is planned respectively under construction. 

Kerosene 

', 

L 

I 

In fact, 

Today, around 90 % of jet-fuel demand is for civil aviation and the remainder for 
the military sector. In 1992 the world demand for jet fuel was over 125 million tpa. North 
America accounted for slightly more than half of this, mainly as result of its important 
domestic aviation market. Outside North America and CIS, civil aviation jet fuel demand 
has risen between 1982 and 1992 from about 40 million tons to more than 60 million 
tons. Future growth is predicted'at ca 4.5 % per annum. SMDS kerosene can be used 
to upgrade kerosene fractions having low smoke point and high aromatics, which would 
otherwise be unsuitable for use in jet fuel. 

For the first SMDS plant in Bintulu the produced kerosene is too small to play a 
significant role in the regional kerosene market. However, a fraction boiling in the 
kerosene range can be tailored to an iso-paraffinic solvent of high purity. It has a low 
odour and water-clear appearance and is particularly attractive in applications as 
printing ink, cosmetics, dry cleaning etc. It is marketed under the tradename SMDS 
SARASOL 150/200 and some typical properties important for this application are 
summarised in table 4. 

GasoillDiesel 
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Some properties indicating that the SMDS gasoil, too, is of exceptional quality 
are shown in table 1. Given this quality, the SMDS gasoil is an ideal blending 
component for upgrading of lower-quality gasoils which don’t meet for example the 
cetane specifications. Alternatively, the SMDS gasoil could enter in a market where 
premium specifications are valued to meet local requirements. For example, the 
Californian Air Resources Board (CARB) requires commercial fuels to give lower 
emissions than a reference fuel, which has a minimum cetane number, low sulphur and 
aromatics. More details on the environmental impact of SMDS gasoil are described 
below. 

Additionally, SMDS fuels are suitable for special applications, like. high quality 
lamp oils and e.g. underground truck fuel (in mining), provided that precautions are 
taken to mitigate the effects of low lubricity and low density. The gasoil has excellent 
combustion properties, as the typical product data, given in table 3 and compared with 
important standards, show. 

Waxy Raffinate (Base Oils) 
The hydrocracker (HPC) in which the linear paraffins are cracked and isomerised 

to prepare the right boiling range of the middle distillates operates at relatively mild 
severity. After having distilled the middle distillates a bottom stream remains which is 
recycled to the hydrocracker. This stream contains a fraction called waxy raffinate 
which upon solvent dewaxing leads to a stream which combines extremely high 
viscosity index with very low Noack volatility and forms the main part of a range of 
wholly synthetic top-tier lubricating oils. These base oils are fit to fulfil ever increasing 

longer periods, keep modern engines in a better shape. 

where SMDS waxy raffinate is processed into finished top-tier motor oils.. 

4.2 Products on basis of linear paraffins 

In Figure 1 it is shown schematically that not all linear paraffins are converted in 
the HPC into middle distillates. Part of the primary Fischer-Tropsch product which 
contains a certain percentage of olefins and oxygenates is hydrogenated under such 
operating conditions that olefins and oxygenates are converted into the corresponding 
linear paraffins without any isomerisation. The resulting stream of pure, linear paraffins 
is subsequently separated by distillation to gain access to a range of special products. 
These products are further characterised below. 

Solvents 

The C5-C10 SMDS n-paraffins fall into a class of specific solvents. They are 
completely free of aromatics and sulphur compounds and have a low odour. These 
solvents fit particularly well into the current environmental requirements since the n- 
paraffins show the best biodegradability results. The market represents a wide variety 
of different solvents of which the world-wide demand in aggregate is estimated to be 
100,000 tpa. Presently, solvents in this carbon range, particularly hexane and Special 
Boiling Point (SBP)- types are used in oil-seed extraction, polymerisation and the 
rubber industry. In view of their application they need to be guaranteed low in 
aromatics, particularly in benzene. The SMDS solvent cut (and the naphtha fraction 
too) are suitable for these applications. 

Detergent Feedstocks 

The next distillation cuts are the ClO-Cl3 and the C14-Cl8 fractions which are 
used in further processing steps to obtain industrial detergents and flame retardant 
materials. The purity of the products satisfies all the performance requirements in the 
production of linear alkyl benzene, chlorinated paraffins and paraffin sulphonates. The 
C10-C13 fraction (LDF) is used most widely in laundry applications where its higher 
than normal C13 content gives the improved detergency. The C14-Cl8 fraction (HDF) 
is used in making chloroparaffins of exceptional quality in terms of heat stability and 
colour. The biodegradability, which is critical in such applications, has been 
demonstrated to be fully satisfactory since the limited amount of branching present is 
mostly biodegradable methyl groups (in the alpha position). Some typical properties of 
the chemicals are shown in table 4.: 

Waxes 

quality demands like less oil consumption, ability to at higher temperatures and for t 

SMDS Bintulu (Malaysia) presently supplies Shell refineries in France and Japan 
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Linear paraffins above C20 belong to the world of the waxes. Four fractions are 
separated in Bintulu called SX30, SX50, SX70 and SXlOO were SX stands for Sarawax 
and the figure indicates the typical congealing point of that material. Typical properties 
of the waxes are given in table 5. Special precautions have been taken to conserve the 
purity even of the heaviest wax streams. For example, Wiped Film Evaporators (WFEs) 
are applied to separate the heaviest wax grades. The WFEs operate at a vacuum of 
about a factor 500-1000 below what is conventional high vacuum technology in 
standard refinery processing. The low pressure allows a rather mild distillation 
temperature which together with a very short residence time avoids thermal 
degradation of the products. Possible ingress of air and formation of unwanted 
oxygenates can be counteracted by a subsequent final hydrofinishing step. The 
resulting products (especially SX70 and SXlOO) are applied in industry segments 
where extreme purity, high Sayboldt colour quality, thermal stability and specific 
viscosity behaviour are required. Applications are diverse and vary from candles, paper 
& packaging, rubber, cosmetics and medicines, electrical use to various outlets, like 
chewing gum. 

The total world paraffin wax consumption is about 3 million tonnes per annum 
and has over the last 15 years displayed an average annual growth of little over 4 %. 
Particular growth areas are Asia and Western Europe. 

Important markets for waxes are the USA, the central European countries, the 
Pacific Basin, Japan and Taiwan, India, Brazil and South Africa. 

5. ENVIRONMENTAL ASPECTS 

The use of the SMDS products as transportation fuels has minimal impact on the 
environment, based on the excellent product properties. In some countries, notably in 
the USA, legislation has been proposed, which aims at limiting particulate and sulphur 
dioxide emissions originating from the combustion of transportation fuels by restricting 
their aromatics and sulphur levels. From product properties described above it is 
obvious that SMDS kerosene and gasoil meet such requirements without any problem. 
In the following section fuel quality aspects of SMDS gasoil will be highlighted, although 
it should be remembered that engine design and maintenance have an equally 
important or even greater impact on overall emissions: 

Fuel Quality Effects on Vehicle Exhaust Emissions 

Extensive work in and outside Shell Laboratories has established the effect of 
fuel properties on vehicle exhaust emissions. 

For example, fuel sulphur has a dominant effect on particulate levels The 
conversion of fuel sulphur to particulate sulphur is engine dependant but within a 
relatively narrow range of I-2%. Thus reduction to 0.05% m from earlier levels of 0.20 
%, or higher in some countries, produces a significant emission reduction but further 
reduction below 0.05%m has only a relatively small influence. 

Fuel density has been identified as an important parameter in particulate 
emissions. Lower density usually gives lower emission. Changes of emission properties 
in the Federal Test Procedure cycle caused by density changes arise from effects 
introduced by transient conditions. For example, airhel mixture excursions are caused 
by turbo charger lag during periods of hard acceleration. Reduction in fuel density 
increases the volumetric fuel consumption at all loads, although the increase in the fuel 
H2 to C ratio counterbalances the effect to some extent. 

Aromatics content has been examined very carefully inside and outside Shell 
and it has been shown that "total aromatics" have no influence on particulate 
emissions. In some engines the addition of polyaromatics produces small increases in 
particulate emissions. 

Cetane number is the fuel property having the greatest influence on regulated 
gaseous emissions (NO., hydrocarbons, and CO) and having a large influences on the 
cold start performance of an engine. Higher cetane numbers give better performance. 
However, the benefit in regulated gaseous emissions by increasing the ignition quality 
through an increase in cetane is limited by the possible steps the markets would and 
can accept. 

In California regulations are quite advanced in controlling exhaust emissions. 
However, compliance can be achieved in several ways. Application of SMDS gasoil can 
present an advantage in several of these options depending on the specific market 
situation and specific conditions in the refineries. Especially where cetane 
enhancement is required SMDS gasoil can act as cetane improver additives. 
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6. OUTLOOK 
It is not surprising that the conversion of natural gas into middle distillates for the 

transportation fuel market has by the nature of the process a disadvantage compared 
to the manufacture of transportation fuels via crude oil distillation : part of the energy 
content of the feedstock is consumed for the conversion process itself. Moreover, the 
feedstock (natural gas) itself has alternatives to reach the market, Le. by pipeline or by 
liquefaction. On the other hand, the SMDS technology can provide the bridge between 
vast reserves of natural gas and the large transportation fuel market. This bridge can 
be built already today if some specific factors come together : 

- the investment has to be reasonably low 
- the alternative value of the natural gas should be low 
- the products fit into the longer market trends. 

Above we have shown in detail that every product produced with the SMDS technology 
provides by the way of its manufacture from the molecular building blocks top quality 
and fits into increasing efforts of conserving the environment. 

If a natural gas reserve cannot be exploited by pipeline or by liquefaction it can 
be left in the ground or used in a conversion plant. In that case a reasonable natural 
gas price would be about US$ 0.5 per MMBTU (equivalent to a feedstock cost element 
in the product of about US$ 5/bbl) to make the products competitive in the 
transportation fuel market. The total fixed and other variable operating costs are 
estimated at a further US$ 5/bbl. The total required selling price for the product will 
depend on numerous factors, including fiscal regimes, local incentives, debtlequity 
ratio, type of loans and corporate return requirements. The premium that may be 
realised for the high quality products can be anything between 0 and 8 US$/bbl over 
and above the normal straight run middle distillate value depending on local 
circumstances. 

An important factor when realising a natural gas to middle distillate conversion 
complex are the capital costs. These are highly dependent on location. At a location 
with an industrial infrastructure available specific capital cost would be around US$ 
30,000 per daily barrel, whereas for a similar plant in a remote location and on a 
greenfield site the cost could be substantially higher. 

In addition to these factors, the capacity of the plant is of great importance. 
Especially for remote locations, where self-sufficiency of the plant is essential, larger 
plants, in the 25,000 to 50,000 bblld range, have a much better economy of scale. 
Whilst the process is ready for commercialisation, further developments are underway, 
directed at increasing the efficiency of the process and reducing the capital cost. An 
important area for these efforts is the synthesis gas manufacturing plant, which 
constitutes more than 50% of the total process capital cost. Other fields of interest 
include further catalyst improvement, the design of the synthesis reactors and general 
process integration within the project. Here the factor 'moving up the learning curve' is 
of pivotal importance: construction and several years of operation of the SMDS Bintulu 
complex has provided an extensive know-how which will be applied the next time. It is 
expected that know-how combined with further improvements for larger size plants, will 
bring the specific capital costs for remote areas further down. 

SMDS technology has been developed to a stage where it can be considered as 
technically proven and, subject to local circumstances, commercially viable. Installation 
of SMDS plants can bring significant national benefits to countries with uncommitted 
gas reserves, either through export from the plant or inland use of the products, thereby 
reducing the need to import oil and oil products and saving on foreign exchange, 
The successful application of the technology in Bintutu presents an important advance 
in the commercialisation of SMDS conversion technology and an asset in Shell's 
porffolio of technologies to make natural gas transportable. It provides exciting 
opportunities'in terms of marketing hydrocarbon products of a quality that fits ideally in 
a business environment, requiring increasingly higher performance standards. 
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ENGINE EVALUATION OF FISCHER-TROPSCH DESEL FUEL, PHASE I 

Thomas W. Ryan, I11 and Daniel A. Montalvo 
Southwest Research Institute 

San Antonio, Texas 

INTRODUCTION 

Engine manufacturers and refiners have long recognized the importance of fuel 
quality on diesel engine performance and emissions. The Coordinating Research 
Council examined this issue in some detail in a series of projects designed to 
quantitatively document the relationships between engine performance and emissions 
and fuel properties and composition1-5. This work was performed in what has been 
called a "prototype" Series 60 Detroit Diesel engine. The results of this work have 
indicated that cetane number and aromatic content are the primary fuel properties 
controlling the emissions. Additional work performed at Southwest Research Institute 
(SwRI) has also indicated that the types of aromatic materials are more important that 
simply the total mass of aromatic material in the fuels. This same work demonstrated that 
significant emissions benefits were associated with the use of diesel fuels derived from 
Fischer-Tropsch processing of coal. 

The test protocol used in the Prototype Series 60 testing involved the use of the 
Federal Heavy Duty Transient Test Procedure (FTP), as specified in the Federal Register. 
More recently, this same engine and the FTP have beed adopted as the basis for the 
CARB Protocol for certifying reformulated diesel fuels in California. 

. 

OBJECTIVE 

The main objective of this study was to evaluate Fischer-Tropsch (FT) diesel fuel 
as a low emissions diesel fuel. 

EXPERIMENTAL APPROACH 

The work reported in this presentation involves the comparative testing of three 
Fischer-Tropsch diesel fuels and two different conventional petroleum derived fuels; one 
representing a national average low sulfur diesel fuel, and one representing a typical low 
aromatic content California reformulated diesel fuel. The tests were performed in the 
same Series 60 engine used in the CARB Protocol, following the same basic procedures 
as used in the protocol. 

As indicated, the group of fuels included a low-sulfur emissions 2D reference fuel, 
identified as Fuel 2D, three FT candidate fuels identified as Fuels B1, B1, and B3, and a 
"pseudo" California reference fuel, designated Fuel PCR. Transient cycle emissions of 
HC, CO, NOx, total particulate (PM), sulfate, soluble organic fraction (SOF) of PM, and 
volatile organic fraction (VOF) of PM were obtained over repeat hot-start tests. 

TEST RESULTS 

Figure 1 illustrates that average hot-start transient emission levels of HC, CO, 
NOx, PM, and SOF obtained with Fuels B1, B2, and B3, were all lower than those using 
Fuels PCR and 2D. Compared to Fuel 2D, the FT fuels showing the largest decrease in 
emissions were Fuel B1 for HC (46%), Fuel B2 for CO (47%). both Fuels B1 and B3 for 
NOx (9%). Fuel B2 for PM (32%), and both Fuels B1 and B3 for SOF (47%). 

SUMMARY 

The main objective of this study was to evaluate the effects Fischer-Tropsch (FT) 
derived diesel fuels have on emissions from a heavy-duty truck engine. A screening test 
procedure was used based on transient emissions measurement procedures developed 
by the EPA for emissions regulatory purposes. 
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Average emissions of HC, CO, NOx, PM, and SOF obtained with Fuels B1, B2, B3, 
and PCR were all less than with reference fuel, Fuel 2D. Furthermore, all these emissions 
were lower with FT fuels than on Fuel PCR. Fuel B1 had lowest HC, and Fuel B2 had 
lowest CO. Both Fuels B1 and B3 had low NOx, but Fuel B2 had lowest PM. 
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ABSTRACT 

There is considerable interest in the development of an economic process for the conversion of nahlral gas 
to liquid transportation fuels. Such a process w i U  allow the commercialization of many remote natural gas 
fields which are not now viable, Under DOE sponsorship, a conceptual plant design, cost and economics 
were developed for a grass-roots plant using Fischer-Tropsch technology to produce about 45,000 
bbldday of liquid transportation fuels from 410 MMSCF/day of natural gas. The natural gas is converted 
to synthesis gas via a combination of non-catalytic partial oxidation and steam reforming. This synthesis 
gas is then converted to liquid hydrocarbons in a two-stage, Fischer-Tropsch slurry-bed reactor system. 
The Fischer-Tropsch wax and liquid hydrocarbons are upgraded to high quality naphtha and diesel 
blending stocks by conventional petroleum refinery prwsses. Economics are dependent on both plant and 
natural gas costs. At a location where construction costs are equivalent to the US Gulf coast and natural 
gas costs are low, this plant can be competitive at today's crude oil prices. 

INTRODUCTION 

Bechtel, dong with Amou, as the main subcontractor, has developed a Baseline design (and a computer 
process simulation model) for indirect coal liquefaction using advanced Fischer-Tropsch (F-T) technology 
under DOE Contact No. DE-AC22-91PC90027. In 1995, the original study was extended to add four 
additional tasks; one of which was to develop a case in which natural gas, instead of coal, is used as the 
feedstock to produce highquality, liquid transportation fuels. This paper describes the results of this task. 
It discusses the design of this plant and the economics of liquefying natural gas using F-T technology to 
produce liquid transportation fuels. 

I 

I. 
4 

OVERALL PLANT CONFIGURATION 

Figure 1 is a simplified block flow diagram showing the overall process configuration of the conceptual 
design for the natural gas-based F-T liquefaction plant. This design uses proven commercial technology 
for syngas generation, non-catalytic partial oxidation in combination with steam reforming. A cobalt- 
based catalyst in slurry-bed reactors is used for the F-T synthesis. The plant is located at a hypothetical 
southern Illinois mine-mouth location to be consistent with the previous coal based F-T liquefaction study 
It produces about 43,200 BPD of high quality gasoline and diesel blending stocks from about 410 
MMSCF/day of natural gas. In developing this natural gas case, where applicable, individual plant 
designs and cost estimates were prorated directly from the coal-based Baseline design.' 

The overall natural gas-based F-T plant consists of three main processing arw,  synthesis gas preparation, 
F-T synthesis, and product upgrading. In addition, there are eightem ancillary offsite plants which are 
similar to those which were developed for the Baseline design with minor modifications as required for this 
natural gas case. 

Synthesis Gas Prmaration Area (Area 100) 
This area consists of three major plants; air separation, partial oxidation, and steam reforming (sulfur is 
removed from the natural gas before syngas generation). Most of the syngas is generated by partial 
oxidation using 99.5% pure oxygen which produces a syngas with a molar HdCO ratio of 1.8/1. m e  
steam reforming plant, produces a syngas with a HJCO ratio of 5.911. This is a relatively small plant. It 
is used only to supplement the syngas production by the partial oxidation plant by increasing the HJCO 
ratio of the total syngas going to the Fischer-Tropsch synthesis area to a HdCO ratio of about 1.9/1, 

Fischer-Tmusch Svnthesis Lo00 (Area 200) 
This area consists of five plants; F-T synthesis, C02 removal, recycle gas compression and &hydratian, 
hydrocarbon recovery, and hydrogen recovery. Hydrogen is recovered from the unconverted syngas. 
After satisfying the downstream hydroprocessing needs, the excess hydrogen is recycled back to the F-T 
reactors. The remaining unconverted syngas is used for fuel. 

i; 

I 

i 

A cobalt-based catalyst was selected for F-T synthesis because it has negligible activity for the watergas 
shift reaction compared to an iron-based catalyst, and thus, it requires a syngas with a molar HJCO ratio 
near the stoichiometric value of 2.0/1. Since methane, the principal component in natural gas, has a m o b  
HJC ratio of 2 . 0 k  syngas produced from it has a similar HdCO ratio. Also, for iron-based catalyst with 
a high water-gas shift activity, C02 is the primary byproduct from the Fischer-Tropsch synthesis. With 
cobalt-based catalyst, water is the primary byproduct. 
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A total of 24 slurry-bed reactors process the syngas from Area 100. These reactors are arranged in eight 
trains with each train having two first-stage slurry-bed reactors feeding a single second-stage slurry-bed 
reactor. The unconverted syngas lea- the first-stage reactors is cooled and flashed to condense and 
remove liquids before being reheated and fed to the second-stage reactors. The CO conversion in each of 
the parallel first-stage reactors is about 56%, and in the second-stage reactors, the CO conversion is about 
59%. This gives an overall CO conversion per pass of about 82%. The first-stage F-T slurry-bed 
reactors operate at about 428 "F and 335 psig, and the second-stage reactors operate at 428 "F and 290 
psig. Excess heat is moved by the generation of 150 psig steam from tubes within the reactors. 

Slurry-bed reactor sizing is based on an improved version of the kinetic reactor model which orip;naUy 
was developed by V i  Systems, Interoational.2 The primary modification to this model was the 
insertion of the kinetic parameters developed by Satterlield et al for cobalt-based catalyst.' 

Product U~xradin~ and Relining Area (Area 300) 
This area consists of eight processing plants. Fischer-Tropsch synthesis produces a wide spectnun of 
hydrocarbon products, smlar to crude oil exccpt that naphthenes and aromatics are absent. Upgrading is 
required to produce highquality transportation fuels. For consistency with the coal-based Baseline design, 
Area 300 uses the same conventional petroleum processing technologieS to upgrade and refine the F-T 
products to high quality Liquid transportation fuels. This area consists of a wax hydrocracker, distillate 
hydrotreater, naphtha hydrotreater, catalytic reformer, CYC6 isomerization unit, C4 isomerization unit 
C3/C4/C5 alkylation unit, and a saturated gas plant. Area 300 is designed to produce maximum amounts 
of high-octane gasoline and high-cetane diesel blending stocks. 

PLANT SUMMARY 

The conceptual plant mnsumes about 410 MMSCF/day of natural gas and produces about 45,000 BPD of 
liquid products. The primary liquid products are C3 LPG, a C5-350 "F fully upgraded gasoline blendmg 
stock, and a 350-850 "F distillate. The gasoline product has a clear (R+M)/2 octane of about 88 and is 
basically a mixture of C3/C4/C5 alkylate, C5/C6 isomerate and catalytic reformate. The distillate product 
also is high quality and has a high cetane number, on the order of 70. Both products are essentially free of 
sulfur, nitrogen and oxygen containing compounds. 

The plant uses all of the byproduct steam and fuel gas to generate electric power. In addition to supplying 
its entire power requirement, about 25 MW of excess electric power is sold. The only materials delivered 
to the plant are natural gas, raw water, catalysts, chemicals and some normal butane which is used as a 
feed for C4 isomerization and, subsequently, alkylation. 

Following the philosophy of the previous indirect coal liquefaction study, the overall plant is designed to 
comply with all applicable environmental, safety and health reguhons. Air cooling is maxhkd, 
wherever possible, in order to minimize cooling water requirements. A brief summary of the major feed 
and product streams entering and leaving this natural gas liquefaction plant is shown in Table 1. 

Cauital Cost Estimate 
Total capital cost for this natural gas F-T plant is about 1.84 billion dollars. This is a mid-1993 cost, 
consistent with the coal-based F-T study. The estimated plant cost is about 40% I&s than that for the 
corresponding coal-based design. A different syngas prepantion area and a smaller CO2 removal plant 
account for most of the cost reduction. A brief summary of the estimated capital cost breakdam is given 
in Table 2. 

ECONOMC SENSlTNITy STUDIES 

A discounted-h-flow analysis on the production cost of the F-T products for a 15% internal rate of 
return on investment was carried out to examine the economics of the natural gas F-T design using similar 
finaacial assumptions to those employed for the coal-based F-T study.4 Mation projeaions are based on 
the 1996 Energy Information Administration forecast.' Results are expressed in terms of a crude oil 
equivalent price (COE) which is defined as the current hypothetical break-even crude oil price where the 
F-T liquefaction products are compebtive with products from crude oil at a typical PADD U refinery. 

The primary liquefaction products are gasoline and diesel blending stocks. Their relative values to the 
CN& oil price were determined using a PIMS linear pr model of a typical PADD U refinery 
using current crude oil prices, processing costs and margms. The methodology of and results from this 
study are documented in a 1994 ACS paper.6 For the Baseline coal case, the F-T gasoline blending stock 
had a d u e  of 10.07 $hbl more tban crude oil, and the F-T diesel blending stock bad a value that was 
7.19 $hbl more than crude oil. These same margins are used for this natural gas F-T study since the 
properties of these F-T gasoline and diesel blending stocks are essentially the same as thw from the. coal- 
based Baseline design. 

Figure 2 shows the results of the natural gas F-T economic calculations at the southern Illinois siteas a 
function ofthe natural gas price using the economic parameters given in Table 3. With natural gas priced 
at 2.0 b/MMBty the calculated COE price is 30.7 $hbl in current d o h .  The economics are saongly 
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dependent on the natural gas price. If natural gas is available at 0.5 $/MMBtu, the COE drops to only 
19.1 $/bbl. 

Figure 2 also shows the effects of increased capital cost (by 25 and 50%) and decreased capital cost (by 
IO, 25 and 50%). The former are included to show the effect of higher construction costs at remote sites. 
The latter are included to show the potential improvement in the economics via advanced technologies 
and/or location at sites h e r e  construction costs are lower. Emerging technologies for synthesis gas 
generation include combined autothermal reforming and ceramic membranes oxidation. These offer a 
potentially significant reduction in plant cost. If the syngas generation cost can be cut in halt it would 
correspond to a 33% decrease in total capital. As shown in Figure 2, the effect on the overall p m s  
economics would be substantial. 

Figure 3 shows the portion of the calculated COE price attributable to various capital and operating cost 
itans at the bypothetical southern Illinois site with 2.0 $/MMBtu gas. At this gas price, the natural gas 
cost dominates the process economics. It contributes about 5 1% of the calculated COE price. Capital 
servicing costs account for about 34% of the COE price. Other items contribute the remaining 15% of the 
COE price with the operating and maintenance labor accounting for about M f  of this amount. 

For a potential remote site where low cost natural gas is available (e.g., 0.5 $&fMBtu), the COE 
distribution is very different, as shown in Figure 4. Capital servicing costs now predominate and drive the 
overall project economics. It constitutes about 55% of the calculated COE price. The contribution of 
advanced technologies to reducing the total capital cost will be greatly enhanced at a remote site 

CONCLUSIONS AND RECOMMENDATIONS 

A conceptual plant design with cost estimates has been developed for a Fischer-Tropsch natural gas 
liquefaction plant producing 43,200 BPD of highquality, liquid transportation fuels from about 410 
MMSCF/day of natural gas. In addition, this plant produces about 1,700 BPD of liquid propane and 25 
MW of surplus electric power for sale. The capital cost of this plant is estimated at about 1.84 billion 
mid-1993 dollars. Since US Gulf coast construction costs are somewhat lower than those in southern 
Illinois, the above plant at a US Gulf coast location will produce Liquid transportation fuels from 2.00 
S/MMBtu gas which will be competitive with those produced from crude oil priced below 30 $/bbl. With 
0.50 $/MMBtu natural gas, the crude oil equivalent (COE) price will drop still lower, to below 19 $/bbl. 

Thus, it is evident that attractive natural gas F-T economics currently only can be attained with low cost 
gas. There are numerous reserves located at remote areas and/or offshore where the gas has little value 
because transportation systems are not available to ship it to market. F-T synthesis offers an option to 
convert these resources into liquid hydrocarbons which can be easily transported to existing refineries. 
Under this scenario, capital servicing costs are the predominant factor driving the overall process 
economics. However, there are various opportunities to reduce the plant cost. Examples include: 

Simplifytng the F-T design at the expense of a minor sacrifice in overall process thermal 
efficiency It is also possible (and probably desirable) to eliminate and/or simplify the upgrading 
area to produce only a F-T syncrude which can be shipped to a conventional petroleum refinery 
where it would be coprocessed with crude oil. 

Integrating the F-T design with the emtug  infrastructure. This will be relevant, for example, for 
a F-T plant at the Alaskan North Slope which converts either the ‘gas-cap’ or ‘associated’ gas 
into a transportable syncrude. The design will u t i l i i  the considerable a s s e t s / i i c t u r e  at the 
North Slope and available pipeline capacity as crude production declines to maximize cost 
savings. 

Investigating and incorporating more advanced processes for syngas generation such as combined 
autothermal reformin& fluid-bed a u t o t h e d  reforming, and ceramic membranes oxidation (e.g., 
DOE Contract NO. DE-AC22-92PC92113). Such processes have the potential to significantly 
reduce the plant cost and improve the economics. 

Developing a practical design for larger diameter slurry-bed reactors. The current plant design 
has 24 slurry-bed F-T reactors, each about 16 feet in diameter. Larger slurry-bed reactors can 
significantly reduce the cost of the F-T synthesis plant. 
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- Table 1 
Overall Plant Major Input and Output Flows 

Feed 
Natural Gas 412 MMSCF/day (17,800 MMBar/hr) 
RawWaterhfake-up 21 MMGaVday 
N-Burane 3 Mlbshr (340BbVday) 

F-T Gasoline 180 Mlbshr (17,000 BbVday) 
F-T Diesel 295 Mlbshr (26,200 BbVday) 
Propane 13 Mlbs/hr (1,700 Bbvday) 

Primary Products 

Electricpo~r 592 MW-hdday 

- Table 2 
Cost Breakdown of the Natural Gas Liquefaction Plant 

100 SyngasPrepmtion 707 66 
& Descndon cost (MMQ 

200 F-T Synthesis 226 22 
300 Upgrading&Refining 132 12 

OfFsita 426 
HO Service/Fffi and 
contingency 351 

Total Cost: 1842 

The above plant costs are estimated to have an aOcuracy range of +/- 30%. 

- Table 3 
Economic Parameters 

N-Butane price, $hbl 
Electricity, cents/kwh 
Plant l i ,  years 
Depreciation, years 
construction period, years 
Owner’s cost, %of initial capital 
Owners initial equity, % 
Bank interest rate, ‘Xdyear 
General inflation, Ydyear 
Escalation above general inflation, Ydyear 

N d g a s  
Crude oil 
Electricity 

Federal income tax rate, % 
State and local tax rates, % 
Maintenance aod insurance, %of capital 

On-stream factor, % 
Labor overhead factor, %of salary 

14.5 
2.5 

25 
10 
4 
5 

75 
8 
3.2 

0.3 
2.4 

-0.1 
34 
0 
1 

40 
90.8 

610 
i 
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ECONOMIC CONVERSlON OF NATURAL GAS 
TO SYNTHETIC PETROLEUM LIQUIDS 

Mark A. Agee 
Syntroleum Corporation 
400 S .  Boston, Ste. 1000 

Tulsa, OK 74103 

Key Words: Converting Natural G a s  into Liquid Fuels Economically 

Introduction. Fischer-Tropsch chemistry has been applied for more than 50 years to produce 
clean synthetic fuels. In recent years, the feedstock focus has shifted away from abundant, 
available coal to abundant but stranded natural gas. The incentive to do sa is huge: Most of the 
world's proven and discovered, undeveloped reserves of natural gas are unmarketable in their 
present form. Available technology has offered few options to monetize these remote resources. If 
they could be economically converted into clean liquid fuels, which could then be economically 
transported to world commodity markets, the rewards would be enormous: Instead of being 
locked up, representing an expensive burden Of unrecovered costs, a significant percentage of idle 
reserves would suddenly have the potential to be converted into booked assets of great value. At 
a conversion rate of 10 to 1-10 MMCF of pipeline quality gas converts to 1 barrel of synthetic 
product--stranded reserves are equal to several hundred billion barrels of oi1.l 

It is not surprising that a prize of that magnitude would draw a crowd. Some of the world's 
leading research organizations, galvanized by the prospects, have poured hundreds of millions of 
dollars into the search. Today, we can state with confidence, these efforts have succeeded. 
Fischer-Tropsch chemistty can be used in many cases to convert natural gas to synthetic liquid 
fuels at a cost that is competitive with conventional petroleum products at current prices. In a 
variety of designs developed by Syntroleum Corporation, economical conversion of gas to 
synthetic liquids (GTL) can be accomplished in a wide range of sites and circumstances, from 
small plants in remote locations, onshore and offshore, to very large "natural gas refineries." 

The process is competitive at crude oil prices below %2O/BBL-roughly $lO/BBL less than the 
level previously considered to be economic for synfuels from natural gas It 
has been licensed to one major international oil company for use in projects it has under 
consideration. Syntroleum is negotiating similar licensing arrangements with several others. 

Synfuels Products and Quality. One reason for the ready marketabiity of synfuels is their 
superior quality, earning them very high marks in performance tests.2 Synthetic fuels produced via 
Fischer-Tropsch chemistry are known for being among the cleanest fuels in the world. The liquid 
fuels produced by the new process are free of sulfur, metals, and aromatics, and are clear in 
appearance. They will offer industry a timely option just as rehers are seeking ways to avoid 
costly "have-to'' compliance capital investments that are hard to justify by market conditions. 

Characteristics of Syncrude. Synthetic crude made from natural gas is characteristically 
extremely clean. In the Syntroleum Process, the syncrude produced tends to be mostly saturated, 
straight chain hydrocarbons, essentially free of sulfur, aromatics and contaminants such as heavy 
metals commonly found in natural crude. These characteristics make syncrude a vahable blending 
stock for upgrading natural crude streams. 

Because of its purity, high MI gravity and highly paraffinic nature, syncrude can be blended with 
natural crude to gain significant improvements in yields and product quality in many conventional 
refining applications. 

Synthetic Fuels. Synthetic hydrocarbon fuels are superior in many ways to products derived from 
conventional crude oil (Table 1). The naphtha fraction (C,-C,) from synmde is highly p a r f i c .  
The light end components are more suitable for gasoline production than the heavy end 
components. However, the heavy ends can be further upgraded via conventional naphtha 
reforming for the gasoline market. 

Synthetic kerosene makes a good linear blending component for upgrading lower-quality stock 
(Table 1). Because of its outstanding combustion properties, synthetic kerosene can be used to 
upgrade petroleum kerosene products with low smoke point and high aromatics content which 
would otherwise be unsuitable for use as je fuel. 
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\ Synthetic diesel, with its high cetane index and absence of s u l h  and aromatics, is an ideal 
blending component for upgrading lower-quality stocks to meet current and future environmental 
specifications. Because of its superior combustion properties, synthetic diesel is an option for 
compliance with the most stringent current CARB and CEN standards (Table 2). 

The Syntroleum Process. Alternative F-T technologies, as well as LNG, have sought to improve 
their economics through large plant capacities. They have focused on Sizes as large as 50,000 
BPD of product as a starting point, requiring 180 BCF of gas per year or approximately 5.4 TCF 
over a 30-year life. One recently announced proposal for a plant of that size, costing $24,000 per 
barrel of daily capacity, was a significant development, but limited to a small number of possible 
fields. Only 2% of the 4,448 identified gas fields outside the U.S. and Canada have the reserves to 
qualify, and some 30 of these already have significant commitments to large LNG  project^.^ 
At plant capacities as small as 5,000 BPD, the Syntroleum Process offers a potential solution for 
almost 40% ofthe world's gas fields. In various combinations, the design menu can be adapted to 
apply to much smaller fields. The plant's relatively small footprint also lends itself to certain 
offshore, platform-mounted applications. Portable (barge or ship mounted) plants could allow 
many of the smaller offshore fields to be monetized without the need for long-term reserves. 

The Syntroleum Process is a proprietary method for converting natural gas into liquid 
hydrocarbons (GTL). Research was aimed at developing a process that would achieve two 
primary objectives: (1) commercial viability with oil prices of $15 to $2O/BBL, and (2) design 
flexibility that would pennit a wide range of economic plant sizes suitable for a multitude of site 
conditions and a sigruficant share of the world's remote gas fields. 

The first objective was met by significantly reducing complexity and capital costs in every area of 
the process This was vital because of the crucial role of capital efficiency in the economics of 
synfuels processes. The second was met by creating a menu of design components which, in 
varying combinations, can be economically applied to plant sizes ranging from as small as 2,000 
BPD of liquids production--even smaller in special circumstances-to as large as 100,000 BPD. 

Syntroleum uses the same two-step chemistry found in other Fischer-Tropsch processes: Natural 
gas is converted into synthesis gas, then the synthesis gas is reacted in a Fischer-Tropsch reactor 
to polymerize hydrocarbon chains of various lengths. But the Syntroleum Process is markedly 
different in several important ways. 

Step One: Synthesis Gas Production. In typical F-T processes, more than 50% of the capital 
cost relates to the production of synthesis gas, usually generated from natural gas via partial 
oxidation with oxygen, steam reforming, or a combination of the two. These methods are 
relatively expensive because the production of oxygen requires an air separation plant. They also 
have inherent problems that must be solved in various ways to produce an acceptable ratio of 
hydrogen to CO in the syngas for the F-T reaction. In these approaches, nitrogen is eliminated 
fiom the syngas stream as an unwanted inert, but not in the Syntroleum Process. 

The Syntroleum syngas step is based on Autothermal Reforming (ATR) with air instead of oxygen 
in a reactor of proprietary design. The reactor is mechanically simple, easy to start up and shut 
down, and relatively inexpensive to build (Figure I). It does not require large scale to be cost 
effective. Its lower cost is a large contributor to the cost savings realized in the Syntroleum 
Process. 

The ATR consists primarily of a refractory-lined carbon steel reactor vessel and a catalyst. Air and 
natural gas are fed in at proper ratio and pressure, producing a nitrogen-diluted synthesis gas 
within the desired HJCO ratio of approxi,mately 2.0. The syngas ratio can be adjusted hrther by 
the introduction of a small amount of steam or CO, into the ATR reactor. Synthesis gas diluted 
with approximately 50% nitrogen raises an obvious concern that any savings from the much 
simpler ATR reactor would be lost due to the increased F-T reactor section needed to handle the 
added inert volumes. However, in the Syntroleum Process, this is not the case. 

Step two: Fiscbe*Trupsch synthesis. Other processes have been care& to avoid the 
introduction of any inert$ such as nitrogen. The Syntroleum Process, on the other hand, 
incorporates nitrogen into the process. This is possible because its F-T section has no recycle 
loop. The one-pass design avoids any build-up ofnitrogen in the system, thus allowing the use of 
nitrogen-diluted syngas without impairing performance. The Syntroleum F-T reactor 
configuration is comparable in size but less expensive than comparable systems with recycle: The 

\ 

\ 

I 

673 



recycle compressor loop, which must handle and be rated for hydrogen service, has been 
eliminated (Figure 2). 

Nitrogen plays a sigruficant role in removing the large amounts of heat generated by the Fischer- 
Tropsch reaction. Removing the exothermic heat of reaction and controlling reactor temperatures 
within close tolerances is a critical element of reactor design. 

Process Development, Demonstration. After 5 years' research on the process, the company 
obtained its first patents in 1989. This was followed by construction and operation of a 2 BPD 
pilot plant in 1990 and 1991. These runs were successful but confirmed the need for a proprietary 
catalyst system tailored to fit the unique syngas environment created by the process. Syntroleum 
has since developed sweral proprietary catalyst systems for use with different variations of the 
process and continues to focus a significant amount of the company's resources in this area. 

The pilot plant continues to be used to evaluate process improvements, including new catalyst 
systems, reactor designs, and heat integration. It is also used to provide technical information 
necessary for scale-up and engineering of commercial plants. The Company plans to maintain the 
pilot plant indefinitely to support future development work. 

Surplus heat generated from the two reactions combined with combustion of the low-BTU tail- 
gas stream provides more than enough power for all plant needs. Also, there is a surplus for 
potential commercial sale, either as-steam or electricity, if circumstances permit. The major energy 
consumer is compression, The energy integration is a key component of a cost effective design 
and the subject of several patent applications. The only other byproduct of the process is 
synthesized water, --.hich can be used as boiler feed water or made potable with proper treatment. 

Catalyst Technology, Downstream Processing. The process requires a special catalyst system 
tailored to operate in the unique syngas environment created by the ATR. Syntroleum began 
development of the Fischer-Tropsch catalysts optimized for such syngas in 1991. The company's 
high alpha catalyst system is a proprietary, highly active cobalt catalyst. It produces a waxy 
syncrude that is primarily uniform straight-chain hydrocarbon molecules with relatively low yields 
of methane (below IO?/,). Test runs with commercially manufactured batches have demonstrated 
the viability of the high alpha catalyst system at commercial scale. 

PIants designed around the high alpha catalyst produce a waxy syncrude which requires 
hydrocracking, similar to competing processes, for the production of fuels. With conventional 
hydrocracking and fractionation, the syncrude can be tailored to optimize diesel yield or kerosene 
yield. 

Work on a "chain-liting" F-T catalyst began in 1994, with partial funding 6om three major oil 
companies. The goal was a catalyst that limits the growth of hydrocarbon chains to eliminate wax 
production and minimizes the production of light hydrocarbons (C,-C,). Recent multiple-week test 
runs in a fluid bed reactor yielded a product profile that indicates success. 

This cadyst promises several additional efficiencies to the process configuration, including a 
lower operating pressure for the process, use of higher capacity fluidized-bed reactors that cannot 
be effectively used with the high-alpha, wax-producing catalyst, and elimination of a 
hydrocracking step. 

Multiple Design Combinations. In keeping with initial objectives and the needs expressed by oil 
and gas companies, Syntroleum focused on a broad approach, one that could be adapted to a wide 
range of conditions and circumstances. This led to emphasis on commercialization of a menu of 
components: 
0 TWO ATR (Autothermal Reforming) designs; 

Three heat integration designs which are the subject of several patent applications. 
Four Fischer-Tropsch reactor designs to allow a wide range of flexibility. For example, the 
"horizontal" reactor lends itself to platform, barge and ship-mounted application. 
Two F-T catalyst systems, the latest of which offers several additional cost saving changes to 
the process configuration. 

Economia, Capital Costs. Syntroleum has collaborated with Bateman Engineerin& of Denver, 
to develop several commercial scale design and capital cost estimates. This was done in p d e l  
with various technical development work over the last several years. These efforts involved 
r e m  process models and evaluation of equipment designs. Considerable attention was given to 

\ 
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alternative compression designs, reactor designs and system integration in an effort to minimize 
capital costs. 

A 1995 study was made for a nominal 5,000 BPD first generation plant equipped to produce three 
fuel feedstocks (diesetkerosendnaphtha). The estimated installed cost for the facility was $135 
million. That translated to $27,000 per barrel of daily capacity, or about $3,000 below the capital 
Cost calculated to be the break-even point for a gas-to-synfuels plant. A more recent study of a 
second generation design of 5,600 BPD capacity yielded a reduction to $97 million fully installed, 
or $17,300 per barrel of daily capacity--well within commercial range even at product prices 
below current levels. 

Estimates encompass all process and auxiliary facilities for a complete operating plant located on 
the U. S. Gulf Coast, including allowance for reasonable idfastructure and utility supply to the 
site (i.e., gas pipeline, cooling water, rail service, etc.), capital spares, start-up expenses and the 
like. On-site power generation for plant loads are also included.4 

Further cost reductions are expected from improvements in the technology which are under 
development. There will also be normal "learning curve" benefits from commercial experience. 
Significant economies of scale are achievable with the Syntroleum Process, particularly in the air 
compression trains. Preliminary review of a "maximum train size" configuration indicates the 
likelihood of constructing a 20,000 to 25,000 BPD single-train facility for $12,000 to $14,000 per 
barrel of daily capacity. That is the roughly the same cost as a worldscale conventional refinery-a 
truly revolutionary development. 

Because ofthe limited opportunities for large plants, Syntroleum's major goal in developing this 
technology has been to achieve low capital costs at relatively small scales. The company is 
contident that, with further development, designs will be available for the majority of the world's 
fields. At one end of the scale is a possible 500 BPD plant for isolated areas, justified by enabling 
the producer not only to monetize the gas that cmnot be flared, but also to produce and sell the 
oil shut in by the inability to dispose of the associated gas. Syntroleum currently is working with ,a 
major company to adapt a design for a 2,000 to 2,500 BPD bargemounted plant to be installed at 
a very remote location, the initial estimated cost is $55 million. At the other end of the scale is the 
possibility of a 100,000 BPD "natural gas refinery" in an industrial area. Between these two 
extremes there are myriad possibilities for tapping fields now beyond the commercial reach of gas 
markets. 

implications. For the energy industry, the Syntroleum Process offers a new option with potential 
application to a wide range of situations where current technology falls short. As the new 
technology is applied, there will be two immediate effects: (1) supply, with a giant boost in the 
size and diversity of the world's oil and gas reserves, and (2) financial, as stranded reserves are 
converted to booked assets on the ledgers of companies and countries that own them. Refiners 
and power plants will have another option to satisfy their need for cleaner fuels for themselves 
and their customers. Meanwhile, upstream, industry will completely re-evaluate its strategy- 
everything from how to retarget exploration to whether to abandon LNG and heavy oil projects 
or pursue them in conjunction with synfuels. 

These are just a few of the possibilities. Oil and gas companies, examining their own project lists 
and strategies, will see many others. As always happens with any new technology, the users will 
find applications that the developers never thought of 
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h p e r t y  TestMethod Unit Naphtha' Kero./JetFhel' DieselS 

Density @I 60 "F ASTM D1298 I& 43.6 460 48.7 

Distillation ASTM D86 

OF 109 31 I 394 

FBP OF 381 376 676 

Sulfw ASTMD1266 ppm n d  n d  n d  

Cetane number ASTM D976 - nla 58 76 

Smoke point ASTM D1322 mm d a  >50 d a  
Hash pomt ASTM D93 OF d a  108 190 

Aromahcs ASTMD5186 %V n d  n d  n d  

n d = not detatablemelow deteaion limts, d a  = not applicable 

Table Mombust ion Properties of Synthetic Diesel 

mny Sptbelic Died' CARB specs CEN Specs 
Cnane number 76 48 rmn 49 mn 

(kg/m3 771 dS 820-860 

500 500 (19%) 

10 max. 'nlS 

Cloud point PC) -48 -5 dS 
rn ("0 -2 nls +5 to -20' 

Distillation 
90% rearvely (OC) 340 288-338 
95% rearvery (OC) 350 370 max. 

' Depending on climatic band chosen; nls = no specuication; n.d = not detedabllcmelow detection limits 

I '  ' I  

I ,  I 

Fwn I 

I 

I 
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OPPORTUNITIES FOR EARLY COMMERCIAL DEPLOYMENT OF 
INDIRECT LIQUEFACTION 

David Gray and Glen Tomlinson 

7525 Colshire Drive 
McLean, Virginia 22102 

MJ7RHEK 

KEYWORDS: Indirect coal liquefaction, Fischer-Tropsch Synthesis, Pioneer Plants. 

Introduction: 

Petroleum use worldwide is about 65 million barrels per day (MMBPD) and the Energy 
Information Administration (EIA) predicts that by 2015, worldwide demand will increase 
to between 89 and 99 MMBPD' . Over 55 percent of world petroleum is used in the 
transportation sector. Liquid hydrocarbon fuels are ideal for transportation since they are 
convenient, have high energy density, and a vast infrastructure for production, 
distribution, and end use is already in place. The estimated ultimate world resource of oil 
and natural gas liquids (NGL) is 2.5 trillion barrels; the sum of 1.2 trillion barrels for 
OPEC and 1.3 trillion barrels for non-OPEC'. Estimates of proven reserves of oil vary 
over time because more of the oil resource moves into the reserve category as a result of 
variations in the world oil price (WOP) and available technologies. However, the 
estimated ultimately recoverable world conventional oil resource (EUR) has been 
remarkably similar for the last 25 years. James MacKenzie of the World Resources 
Institute' cites an analysis of 40 estimates of ultimately recoverable oil, for the years 1975 
to 1993, conducted by David Woodward of the Abu Dhabi Oil company. In this analysis, 
Woodward concluded that " there is a fair degree of consistency among the estimates with 
the average being 2,000 billion barrels (BBO) and 70 percent falling in the range of 2,000 
to 2,400 BBO." 

Mitretek has performed analyses of world oil demand and potential supply from the 
present until the year 21W. The results of these analyses show that when the projected 
world oil demand is plotted on the ultimate resource curve, it becomes clear that 
conventional world oil production is likely to peak in a timeframe from about 2015 to 
2020 and then irreversibly decline because of resource limitations. 

Since oil is the primary fuel for the transportation sector, Mitretek has also examined the 
potential impact of the above world oil supply scenario on the U.S. transportation sector'. 
This analysis concludes that, even with a rapid penetration schedule for alternatively 
fueled vehicles, there is likely to be a significant shortfall in petroleum supply in the 
United States before 2015. 

It is, therefore, essential to simultaneously pursue a number of options to mitigate the 
future domestic petroleum shortfall. These options are: to continue domestic exploration 
and production using the best technologies available, to continue to develop and deploy 
alternative fueled vehicles, and to continue to improve efficiencies in all sectors of 
transportation. Yet, even with all these efforts, this analysis indicates that the domestic 
demand for liquid fuels will exceed our potential sources of supply. Continuing to 
increase our reliance on oil imports to alleviate the shortfall is not a long term solution. 
Rapidly increasing oil demand worldwide will put ever increasing pressure on oil supply 
and the WOP will rise. The inevitable conclusion is that additional options will be 
necessary to insure that the US. will have the necessary liquid fuels supply to be able to 
continue its economic growth into the 21 st century. One of these additional options is to 
produce liquid fuels from our huge domestic coal resources. 

Proposed Strategy to Deploy Indirect Coal Liquefaction: 

It is estimated that continued R&D in indirect coal liquefaction can reduce the cost of 
coal-derived fuels from $34 per barrel to about $27 per barrel for a grass-roots stand- 
alone coal liquefaction facility. However, there is the opportunity to deploy indirect 
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liquefaction plants at existing facilities, for example petroleum refineries and IGCC 
facilities, and greatly reduce costs. These plants integrated with existing facilities are 
called “entrance plants’’ and preliminary economic analysis has shown that they can be 
competitive with crude at around $19-23 per barrel. This observation that “entrance 
plants” have the potential to be competitive with petroleum in the short term presents an 
opportunity for the early commercialization of coal liquefaction. They also provide a 
technology bridge to the eventual deployment of stand-alone coal liquefaction facilities. 
However, private investors and process developers are not likely to design and construct 
an “entrance plant” until both technical and economic risks are acceptable. Continued 
bench-scale and proof-of-concept testing of indirect liquefaction technology will result in 
sufficient data to design and construct pioneer plants. These pioneer plants are small- 
scale commercial plants that will demonstrate the ability to scale the integrated 
technologies and thus reduce both the technical and economic risks. Once these risks 
have been shown to be acceptable by successful operation of pioneer plants, larger 
“entrance plants” would be constructed and deployed. Eventually, when the most 
appropriate sites for “entrance plants’’ have been utilized and the technologies have 
continued to mature and improve, stand-alone, grass-roots commercial facilities will be 
deployed. 

Pioneer plants will be necessary to reduce technical and economic risks and allow 
“entrance plants,” and eventually stand-alone commercial plants to be deployed. For 
indirect liquefaction, the pioneer plant is assumed to be located adjacent to an existing 
petroleum refinery and uses petroleum coke as feed to a gasificatiodgas cleaning plant to 
produce clean synthesis gas. In the simplest case, petroleum coke would probably be 
used as the feed but, if the plant is to be increased in size, coal can be introduced into 
additional gasifiers. Because the pioneer plant is located adjacent to a refinery. it is 
assumed that the plant will utilize some of the existing refinery fac 
assumed that acid gas from the gas cleaning section can be processed in the existing 
refinery Claus unit for sulfur recovery. Also the refinery is assumed to process the waste. 
water from the pioneer plant. The clean synthesis gas from petroleum coke gasification is 
passed once-through a slurry Fischer-Tropsch reactor to produce liquid fuels that are 
recovered in product separation, and the tail gas is sent to power generation. The pioneer 
plant sells electric power to the refinery and the liquid fuels are sent over the fence to the 
refinery for upgrading and blending. In the configuration analyzed here, 3,500 BPD of 
naphtha, diesel, and wax are produced together with 42 MW of power. Further additions 
to this pioneer plant could include pressure swing absorbers (PSA) so that hydrogen could 
be sold to the refinery in addition to power. The F-T unit enhances the refiner’s ability 
and flexibility to make high value products by synthesizing high quality diesel and 
naphtha. The F-T diesel can be blended with FCC cycle oils to produce high cetane fuel 
and the naphtha can be blended in the gasoline pool or, since F-T naphtha is an excellent 
feed, cracked to give ethylene. The wax can be fed to a catalytic cracker to produce more 
high value diesel and naphtha. 

Another example of a pioneer plant configuration for indirect liquefaction is one that 
could be located at an existing IGCC plant. The additional units required include a 
polishing reactor for residual sulfur removal, the F-T reactor, product recovery, and a 
cracker for the wax product. In this case, the IGCC plant would coproduce about 4,200 
BPD of fuels in addition to 250 MW of power. Because the synthesis gas from the coal 
gasifier is now being fed to the F-T unit, natural gas must be imported for combustion in 
the gas turbines to keep the power output at 250 M W .  The synthesis gas is passed once- 
through the F-T reactors and the tail gas, after product separation is used in the turbines. 
As the future cost of natural gas increases, it would be less expensive to add additional 
coal gasifiers and phase out use of the natural gas. 

There are both technical and economic risks associated with the design, construction, and 
operation of the pioneer plant configurations outlined above. The desired strategy is to 
minimize federal government expenditures in the deployment of these technologies. For 
this to happen, the private sector must feel confident enough to take the initiative in 
deployment. If the commercial sector is to take the lead in this deployment, both types of 
risk must be acceptable. The objective of the pioneer plant concept is to bring the level of 
risk into an acceptable regime so that commercial entities will continue deployment 



through future “entrance” and stand-alone facilities. The government (federal or state) 
must encourage the private sector to finance the design, construction, and operation of the 
pioneer plants by providing financial incentives that will allow the products to yield an 
acceptable return on the investor’s capital. 

For the indirect pioneer plant located adjacent to the refinery a detailed economic analysis 
has been performed. It is shown that adequate return on investment can be obtained for 
these plants if it is assumed that these high quality F-T liquids can command a premium 
of 20 cents per gallon ($8.40 per barrel) over conventional petroleum. If the average of 
the nation’s state fuel tax (17 cents per gallon) is exempted, effectively making the total 
incentive 37 cents per gallon, then the ROE rises to over 20 percent. If both state and 
federal fuel taxes are exempted, then a ROE of over 25 percent would be. realized from 
this investment. Exemption of fuel taxes would appear to result in a net loss in revenue 
to the government. However, although this is true for the first few years of plant 
operation, this is generally not so if revenues over the entire 25 year life of the plant are 
considered. Once the pioneer plant is constructed and operating, the objectives would be 
for this plant to, not only confirm proof-ofconcept integrated operations so that the 
technical risk is reduced, but also to operate for 25 years as a commercial entity so that 
the investors would reap the expected ROE. Even if the WOP remains at the low level of 
projection ($16 per barrel) for the life of the plant, taxes accruing to the government are 
greater than the cost of incentives to the government. The net result is that in all of these 
cases the government’s net revenue is positive. 

Conclusion: 

It is concluded that domestic coal is a viable future alternative feedstock to petroleum for 
the production of high quality transportation fuels that are compatible with the existing 
liquid fuels infrastructure. These fuels are high quality distillates that in many cases are 
higher quality than current perroleum fuels. It is recommended that the current program 
of research and development be. continued and extended so that sufficient performance 
data can be obtained for the design of “pioneer” plants. These plants would be located 
adjacent to existing facilities, for example, refmeries or IGCC plants, and would be. 
operated to demonstrate the integrated technical feasibility of the configurations. These 
plants would be constructed with private capital and, although incentives may be. 
provided by state or the federal government, net revenues to the government, over the life 
of the plant, as a result of taxes on net profits would be. positive. Once technical risks 
have been reduced as a result of “pioneer” plant operations, the continued deployment of 
coal liquefaction technologies would proceed with no further government involvement 
based on economic feasibility under market conditions. 

This project is funded by the United States Department of Energy under contract number 
DE-AC22-95PC95054. 
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INTRODUCTION. 

Our interest in the title originates from our efforts to 
develop an economically viable clean fuel process from natural 
gas. Natural gas, with its high calorific value (210.8 kcal/g-mol 
methane) is one of the most preferred fuels from the 
environmental point of view because of its clean burning 
characteristics. However, natural gas found in remote areas, far 
from markets, inaccessible to pipeline transportation, cannot be 
readily utilized. Currently several alternatives are practiced 
for remote natural gas utilization (1). Natural gas can be 
.liquified by cooling to its boiling point (-163%) and shipped in 
refrigerated containers. Natural gas can also be converted to 
methanol or hydrocarbon liquids (syncrude) OK ammonia at its 
source, and these products shipped to market. 

Both methanol and the Fischer-Tropsch (FT) hydrocarbon liquids 
are "clean fuels". Their fuel uses have been evaluated (2.3). 
Currently they cannot compete with the less expensive crude oil- 
derived fuels. Methanol commands a higher price as a "chemical", 
but this market is relatively small (estimated 27 MM tons per 
annum, worldwide) compared to the huge fuel market. Increasing 
percentage of the methanol production originates from remote gas 
using giant plants (800-975 M ton/annum capacity), taking 
advantage of the low gas costs and the economics of large scale 
production. Historically, the methanol market can be 
characterized by periods of shortages and periods of 
overproduction and low capacity utilization. Recently we proposed 
the development of a methanol-syncrude coproduction technology 
(4) which could keep the methanol plants running at full capacity 
even in case of methanol oversupply. The co-production scheme of 
Figure 1 would provide both economic and technological advances. 
In the first step, the compressed synthesis gas would be 
partially converted to methanol. This reaction has equilibrium 
limitations. The unconverted syngas from the methanol reactor 
would be converted to hydrocarbons. This latter reaction has no 
equilibrium limitations. We are currently working on the details 
of a research and development plan to demonstrate the viability 
of a co-production technology. The key to success depends on the 
demonstration that the effluents of the methanol reactor (a 
mixture of Hz, CO and CO ) can be efficiently converted to high 
molecular weight FT products. The percieved difficulty is caused 
by the presence of carbon dioxide, which is known to yield 
preferentially methane rather than high molecular weight FT 
products in reductions (5). This study was undertaken to provide 
a stimulus for the development of a methanol-syncrude 
coproduction technology. Reported cases of carbon dioxide 
reductions to reasonably high molecular weight FT products 
already exist. The study should be helpful to set the stage for 
further progress. 

HISTORICAL OVERVIEW OF CARBON DIOXIDE REDUCTIONS. 

The reactions, utilization and sources of carbon dioxide have 
recently attracted considerable interest because of the possible 
ecological effects arising from large scale carbon di'oxide 
emissions into the atmosphere. An information update is provided 
in very recent reviews by Xiaoding and Moulijn (6) on co2 
reactions and usage; by Krylov and Mamedov IS\ nn i t s  .-, --. ---  heterogeneous catalytic reactions; by Jessop, Ikariya and Noyori 
( ? )  on its homogeneous catalytic hydrogenations; by Tanaka on its 
flxation catalyzed by metal complexes ( 8 ) :  and by Edwards on its 
potential sources and utilizations (9). one of the most important 
reactions of carbon dioxide is its reduction to methanol: 

Cu-ZnO, 200-260°C, 5-10 MPa 
Cot t 3H1 CHJ-OH t H 2 0  [E-11 
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Although carbon dioxide has been reduced to methanol in the Past 
in commercial operations (lO,ll), current methanol plants.use 
mixtures of carbon dioxide and carbon monoxide. An alternative 
potential use of carbon dioxide would be its complete reduction 
to methane or to mixtures of Fischer-Tropsch type hydrocarbons: 

Ni (or Co, Fe, Ru), 25O-40O0C 
co2 + 4n1 - Y CH, t 2H20 [E-21 

nC01 + 3nH1 
Fe or Co (Ru, Ni), 200-300'C - - (CHz), t 2nH20 

Franz Fischer and coworkers were the first to try to reduce 
carbon dioxide to hydrocarbon oils, after their development Of 
hydrocarbon synthesis from carbon monoxide. They have found, that 
carbon dioxide gives preferentially methane, with some gaseous 
homologues (12). However, liquid and solid hydrocarbons were also 
obtained in some experiments (13). These early reports have 
noted, that carbon monoxide was a reaction intermediate (12) and 
that liquid hydrocarbons were observed in those experiments, when 
the catalyst was alkalized or it contained a Cu component (13). 

In the last decades, many chemists and surface scientists 
have extensively studied the reduction of carbon dioxide to 
hydrocarbons and the chemisorption of carbon dioxide on catalytic 
SUKfa,CeS. It is out of the scope of this study to review the 
literature. However, a restricted number of references are cited 
(14-35) to sample the diversity of worldwide interests. The 
citations exclude the literature on carbon dioxide reductions to 
hydrocarbons which proceed via methanol intermediate. 

The cited studies unanimously agree with the early conclusions 
that carbon monoxide is an intermediate formed by the reverse 
Water Gas Shift (WGS) reaction: 

catalyst 
col t H? e co t nlo [E-41 

The reduction of carbon monoxide proceeds by the methanation 
reaction OK FT synthesis. Falconer and Zagli have proposed (34) 
that the preferential formation of methane over higher 
hydrocarbons is caused by the high H2:CO ratio on the catalyst 
surface. While the major product was methane in most of the 
studies, a few cases of liquid hydrocarbon formation were also 
reported. Table 1 compiles the best examples of higher 
hydrocarbon formations. In the Table, we have converted the 
reported hydrocarbon selectivity data to Anderson-Schulz-Flory 
(ASF) growth probability values (alphas) to provide a basis for 
easy comparison of the product molecular weight distributions. 
ASF alpha values in the 0.6-0.7 range have been achieved, mostly 
on potassium-promoted Fe catalysts. Kuester (13) has evaluated 
different variations of unsupported, alkalized Co and Fe 
catalysts. In their work, reported in 1936,' the formation of 
solid hydrocarbons (waxes) was often observed. Unfortunately, the 
reported product analyses were qualitative in nature and we were 
unable to derive chain growth probability values for product 
characterization. However, the isolation of waxes suggests that 
the chain growth probability values must have been substantially 
higher than 0.70, and probably were the highest in Table 1. In 
the penultimate example of Table 1, the primary olefinic products 
were converted to aromatic hydrocarbons over the ZSM-5 component 
of the catalyst. The last example of Table 1 is a case of higher 
hydrocarbon formation over RhINbO,. This appears to be an 
interesting case, since Rh is no{ known for FT catalysis. 

In order to understand better how cOl reduction can be 
channeled toward higher hydrocarbon formation, relevant 
fundamental knowledge on the WGS and FT reactions will be 
reviewed and discussed below. 

THE REVERSE WATER GAS SHIFT REACTION STEP. 

The reduction of carbon dioxide to carbon monoxide, known as 
the reverse WGS reaction LE-41, has been extensively studied (36- 
39) because of its industrial importance in synthesis gas 
reactions and hydrogen manufacture. The most efficient 
heterogeneous catalysts for the WGS reaction are the Cu-based 
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catalysts, particularly Cu-Zn systems, the iron oxide based 
catalysts and the alkalized, sulfided Co-Mo catalysts (39). 
Other metals, oxides also have some catalytic effect, but they 
have received much less attention. However, alkalization was 
found to increase substantially the WGS activity of many 
substances ( 3 9 ) .  The alkalized FT catalysts have been extensiv.ely 
studied (13.40-43). Their WGS activity has been long known, but 
most of the cited studies focussed on the effect of alkali 
promotion on the changes in the rate and the products of the FT 
reaction. The alkalized FT catalysts seem to be excellent 
candidates for the reduction of carbon dioxide to FT hydrocarbons 
as the examples of Table 1 also suggest. Surface scientists have 
found (44-45) that alkalization of FT catalysts changes the 
relative chemisorptions of CO and H and that alkalization 
activates the surfaces for COz chemisorption ( 2 4 . 4 6 ) .  

Carbon dioxide hydrogenation to carbon monoxide [E-4] is a 
reversible reaction and leads to equilibrium. The equilibrium is 
independent of the pressure, but is very much influenced by the 
temperature. In the temperature ranges useful for the FT 
reaction, the equilibrium is not favorable. Figure 2 illustrates 
the equilibrium COz conversions as a function of the temperature 
for 1 : 1 ,  3 : l  and 4:l H:CO gas compositions. Higher Cot 
conversion can be obtained if the HZ reagent is used in 
stoichiometric excess. The equilibrium will be also favorably 
shifted if the CO is removed from the system. This happens during 
reductions to the hydrocarbon stage. 

THE FISCHER-TROPSCH REACTION STEP. 

The FT reaction ( E - 3 )  has been very extensively studied 
because of its commercial significance and because of its 
scientific complexity and diversity. This brief review will be 
restricted to certain aspects of FT chemistry which are relevant 
to our objectives. 

In first approximation, the products of the FT synthesis are 
defined by a single parameter, the chain growth probability ( a o r  
alpha) according to the ASF equation: 

(E-5) 
where C, is the carbon selectivity (mass fraction in the ideal 
case when the products are olefins) of the product with n carbon 
number and d i s  the chain growth probability. In practice, a 
multiplicity of dcs is produced, but an "averaged 6' still 
reasonably defines the products unless the range of the Q-s is 
very broad (47). Deviations from the AFS distribution have been 
widely reported. Some of the deviations are predictable and well 
defined (48); others, notably the'C1 selectivities, are not well 
defined. 

C, = (In' d n  aP 

For the purpose of this treatment, it is proposed, that 
methanation (E-2 )  is an extreme case of the FT reaction (E-3) 
when the chain growth probability value is zero or very low. This 
understanding seems to be supported by the numerous reports that 
small amounts of ethane and propane are usually also observed 
during methanation. The methanation catalysts are very active 
hydrogenation catalysts, and they hydrogenolize the metal-C1 
intermediates on the catalyst surface before they could grow. 
Furthermore, the methanation catalysts can also hydrogenolize the 
higher hydrocarbons already formed, which reactions also produce 
methane. Because of these reactions, the ASF equations may 
increasingly fail to define the product distributions as the 
chain growth probability value decreases. 

Recently we have proposed for Co/SiOl catalysts (47), that the 
chain growth probability is a function of the catalyst, of the 
reagent and inert concentrations and of the temperature of the 
catalyst surface: 

Even though the function f cannot be defined, it may be 
beneficial to review our qualitative knowledge about the factors 
which together should define d. In E-6, C is the catalyst factor 
which is composed of numerous elements. The catalytic metal is 
important. Co, Fe and Ru are known to be able to produce very 
high &values. There are reports in the literature (49-51) 
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suggesting that the dispersion of the metal can influence chain 
growth. Promoters incorporated into the catalysts can also 
influence chain growth. Alkali metal salts, particularly K Salts, 
were found to greatly increase chain growth (13,40-43). In 
addition, alkalization had a tremendous influence on the reaction 
characteristics by changing the relative strengths of H I ,  CO and 
Cot chemisorptions. The hydrogenating character of the catalyst 
was reduced by alkalization, resulting in high olefin yields. 

represent the concentrations of the reagents 
and inerts (including products). The question is how to define 
these concentrations in light of the knowledge, that in most FT 
reactions diffusion controls the rates (47). Due to complex 
diffusion effects, the concentrations of the components in the 
immediate vicinity of the catalyst surface might be quite 
different, than their concentrations in the bulk gas phase. To 
eliminate the need for considering diffusion effects, S ... Sr 
concentrations represent the concentrations of componenvs A to 2 
in the immediate vicinity of the catalyst surface. The values of 
S A , . . . S ~  are related to their respective bulk gas phase 
concentrations and are dependent on the prevailing diffusional 
conditions. Of course, their values can be changed by changing 
the pressure of the system. Qualitative examples on the influence 
of component concentration, pressure, diffusion on the chain 
growth probability are available in the literature. Thus, 
increasing H 'CO ratio was shown to give lower alpha values (47). 
Dilution of l'he feed with inert gases was also shown to result in 
lower chain growth probability (47). Diffusional changes were 
also suggested for observed changes in rate and chain growth 
probability (52). 

In E-6, SI, ... S 

The influence of the reaction temperature (T) on the value of 
the chain growth probability has been long known. Recently we 
have shown, that over Co catalysts, the alpha value sharply 
decreases with increasing T (47). Over alkalized Fe catalysts, as 
reviewed by Dry (43), the effect of T appears to be much more 
gradual. With these catalysts, chain growth probability of about 
0.7 can be obtained even over 3OO0C. In Table 1, we can see an 
example of 0.72 chain growth probability from COl reduction at 
400'C over a "heavily alkalized" Fe catalyst. 

CATALYST AND PROCESS DESIGN REQUIREMENTS. 

From the above review it is clear, that a combination of 
appropriate catalyst design and process design is required for 
obtaining high molecular weight FT products in CO reductions. 
The catalyst must contain a WGS component and a F\ component. The 
WGS component must provide fast rates for CO formation and 
accumulation. Furthermore, the surfaces must be modified for 
obtaining a proper balance in the chemisorptions of COl, CO and 
H Concerning the process design, the process parameters (T, P, 
Sl', feed composition) need to be optimized for the individual 
catalyst to provide the most favorable H 'CO ratios on the 
catalyst surface for high molecular weigkt FT products. 
Conceptually, diffusion control might also serve to regulate the 
H2:C0 ratio. I f  gas phase diffusion controls the reagent 
concentrations on the catalyst surface, the surface is expected 
to be enriched in hydrogen, because of its high diffusivity 
arising from its small molecular size [ 5 2 ] .  If diffusion through 
liquids were to control the reagent concentrations on the 
catalyst surface, the excessive hydrogen concentration on the 
catalyst surface may be avoided, due to differences in the 
solubilities of the reagents in hydrocarbon liquids [53]. We are 
optimistic that utilization of knowledge in catalyst and process 
design will lead to significant increases in the ASF growth 
probability values during Cot reductions. 
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Table 1. Reported Examples of Carbon Dioxide 
Reductions to Higher FT HydKOCaKbonS.’ 
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‘The Hz/CO1 feed ratios varied between 4:l and 1:l. 
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reported data, unless provided in the publication. 

Figure 1. Conceptual Methanol-Syncrude Coproduction Scheme. 
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IMPROVED DIMETHYL CARBONATE SYNTHESIS AND PROCESS DESIGN VIA 
OXIDATIVE CARBOWLATION OF DIMETHYL ETHER METHANOL MIXTURES. 

Gary P. Hagen, Arun Basu, Michael J. Spangler, and Michael A. Pacheco 
Arnoco Corporation 

Amoco Research Center 
Naperville, Illinois 

Keywords: dimethyl carbonate synthesis, dimethyl ether, process design 

INTRODUCTION 

Enichem has commercialized a continuous solutiodsluny-phase process for preparation of 
dimethyl carbonate (DMC) via the copper (11)-catalyzed oxidative carbonylation of methanol.(') 
As of 1993 the capacity of this plant is 22 million pounds/year with worldwide demand 
approximately half of this amount. Recently in Japan Ube industries has completed construction 
of a semicommercial plant with a capacity of 11-22 million pounds per year. 

DMC has strong growth potential as a phosgene replacement in some applications and as a high- 
oxygen high-octane fuel additive . As a phosgene replacement, there is a strong environmental 
incentive to use DMC since it would replace a very toxic compound with a relatively nontoxic 
one and eliminate environmental concerns resulting from hydrogen chloride production and 
recycle. 

DMC also has strong potential to replace part of the growing worldwide MTBE market, which is 
expected to reach 66 billion poundslyear by the end of the century. As a gasoline blending agent, 
DMC has an oxygen content of 53% and a blending octane value of 105 (R+M/2), and these high 
values dictate a somewhat higher overall value for DMC in comparison to MTBE. 

The key to entering this market and the phosgene replacement market lies in the development of 
an efficient low-cost DMC process based on inexpensive starting materials. Its current cost of 
$1.40flb (non-contract) is prohibitively expensive. There are inherent problems in the Enichem 
process which limit per-pass methanol conversion to about 20% as the result of coproduction of 
water. This coproduction also results in catalyst degradatioddeactivation and hardware 
corrosion. Production rates of 0.1 LHSV are reported for this system. Similar problems also 
exist in gas-phase processes such as that developed by Dow Chemical which utilize a copper (11) 
catalyst supported on carbon. Catalyst modifications have reportedly solved some the 
deactivation problems but methanol conversion is still limited to about 25%. 

BACKGROUND AND OBJECTIVES 

Liquid and gas-phase processes for synthesis of DMC via Cu(I1)-catalyzed oxidative 
carbonylation of methanol (MeOH) offer limited reactor performance as the result of the effects 
of water formed as a coproduct.'2' Reactor water inhibits the catalytic reaction and limits reactant 
conversion to 30-40%. In halide-containing fixed bed catalyst systems water leaches halide 
away from the catalyst resulting in long-term deactivation and excessive corrosion of metallic 
reactor and downstream hardware components. A major goal of this project is to limit water 
formation and improve gas-phase reactor performance by incorporation of dimethyl ether @ME) 
as a dehydrated methanol equivalent into the reactor feedstream. DME is less expensive to 
produce than MeOH on a methanol-equivalent basis and its oxidative carbonylation to DMC 
would not produce water as a coproduct. 

RESULTS AND DISCUSSION 

A catalyst consisting of CuCI,/C parco-active carbon), known to be active for the oxidative 
carbonylation of methanoKO to DMC was found to be inactive for oxidative carbonylation of 
DME. At all conditions tested, low levels of CO, was the only product detected. A catalyst 
consisting of CuCI,/AMSAC (an acidic molecular sieve) was also inactive and produced 
significantly more CO,, suggesting that the sieve-supported Cu(I1) species was more of a deep 
oxidation catalyst than the C-supported material. In the presence of a small amount of water 
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added to promote initial hydrolysis of DME to methanol, the sieve-based catalyst generated a 
significant mount of MeOH in addition to the COz but no DMC product. A third catalyst, 
consisting of an admixture of CuCI2/C and AMSAC was tested with D w w a t e r  feed. In this 
case methanol was formed but with no DMC production. Very little COz was formed with this 
catalyst so returning the Cu(I1) to the carbon support eliminated the deep oxidation activity. 

Productive results were obtained with the admixture catalyst and with a DME/MeOH cofeed 
consisting of DMF,/MeOWCO/O, (1/1.1/7.2/1.2 mole ratio). Throughout a 1100-minute test, 
carried out at 126OC, conversion of DME was steady at 30-33%. Methanol conversion was 
negative, at -20% to -30%, thus indicating net production of methanol via hydrolysis of DME. 
Two principle products, DMC and dimethoxymethane (DMM), were formed, each in about 50% 
selectivity, and methyl formate and methyl chloride were observed in trace quantities. The net 
conversion of the total methoxy hctionality (CH,O) in the feed to take into account the 
negative conversion (or production) of methanol has been calculated. This value ranged from 
IO-16% over the course of the study. To our knowledge th is  finding represents the first known 
net conversion of DME to DMC in an oxidative carbonylation reaction. 

The high production of DMM in this study was not anticipated. . The formation of this 
compound, the dimethyl acetal of formaldehyde, suggests that some of the methanol has 
undergone conversion to formaldehyde and subsequently reacted with methanol to form the 
acetal. Acidic molecular sieves are well known catalysts for acetal formation, and this reaction 
would be heavily favored in a low-water reaction environment. 

At a more optimum level of CuC1, (7.6% Cu) and with a new bimodal carbon support, a 
developmental material obtained from the Mega Carbon Company, significantly higher 
conversions were obtained with higher selectivities to the desired DMC product. Results are 
shown in Figure 1. Throughout the course of a 900-minute study, net conversion of CH,O was 
maintained at 42-53%. At a typical sample point methanol conversion was 39% and DME 
conversion was 48%. Selectivity to DMC was 73-81% and selectivity to DMM was 17-25%. 
These results suggest significantly higher yields than those reported for the commercial liquid- 
phase process or those obtained in gas-phase studies which utilize only methanol as the oxidative 
carbonylation substrate. 

CONCLUSIONS ON CATALYSIS STUDIES 

A traditional catalyst for the oxidative carbonylation of methanol and CO to DMC admixtured 
with a mildly acidic molecular sieve catalyst allows for the oxidative carbonylation of 
DWmethanol mixtures to DMC. The results of this study clearly indicate the potential for 
obtaining high net methoxy conversions via the application of in situ dehydration with DME. 

CONCEPTUAL DMC PROCESS TAILORED FOR GASOLINE BLENDING 

Based on the initial laboratory data obtained under t h i s  DOE-sponsored research and previous 
Amoco-sponsored work on DMC recovery from a product mixture containing methanol plus 
water, we have initiated an economic evaluation for the production of DMC as a gasoline 
oxygenate. In this paper we have briefly summarized some of our initial work on the process 
integration of syngas production (from natural gas) and DMC synthesis steps, including cost 
savings ideas on DMC recovery and blending as a gasoline oxygenate. While the initial cost 
studies will be based on using natural gas as the feedstock, the data can be revised in future to 
include syngas generation via coal and biomass gasification. 

Background on DMC Separation 
Separation is a critical aspect of DMC production and is one of the more expensive steps. In a 
conventional DMC synthesis process via oxidative carbonylation of methanol (e.g., ENIChem 
technology), DMC is produced at low concentrations (2040%) and it's recovery involves a 
separation of the ternary system of methanol/DMC and water. This system comprises at least 
two binary azeotropes which makes the DMC recovery quite challenging: 

688 



I 

\ 
\ 

\ 

? 

Methanol 
DMC 
Water 
70% Methanol 
+ 30% DMC 
89% DMC 
+ 11% Water 

65 
90 
100 

62.1 

7.5 

Based on the patent literature, there are numerous claims on various separation techniques, 
including extractive distillation, liquid-liquid extraction, evaporation and selective absorption.’” 

In the past, h o c 0  had evaluated various engineering options for recovering DMC from a 
mixture of methanol/DMC and water. In related R&D work, Amoco had obtained three patents 
on novel liquidfliquid extraction methods using various hydrocarbon  solvent^.'^^^' In one of these 
methods, specifically tailored for the use of DMC as a gasoline additive, specific gasoline 
blendstocks are used to extract DMC from the temary mixture of DMC, methanol and water. 
Additional water is used to prevent co-extraction of methanol. In this scheme, distillation of a 
DMC azeotrope is completely avoided, and a gasoline blendstock with reasonably high oxygen 
concentration can be produced. The use of gasoline blending components as the extraction 
solvent eliminates any need for separation and recovery of the extraction solvent. A conceptual 
flowscheme of the proposed idea is shown in Figure 2. 

Various laboratory studies have indicated that with suitable gasoline-range blendstocks, the 
DMC recovery can approach 90-95% level with (a) very low levels of water (<0.01 wt%) and 
methanol (<0.5 wt%) in the DMC-rich extract and (b) low levels of DMC (<0.4%) and the 
extraction solvent (<O. 1 wt%). 

Conceptual Process Flowscheme 
As shown in Figure 2, the key process steps in the production of DMC based on the use of a 
methanol/DME mixture are: syngas generation from natural gas and oxygen (from air 
liquefaction), methanol plus DME synthesis from syngas, DMC synthesis from methanol, DME, 
carbon monoxide and oxygen, carbon dioxide and hydrogen recovery from unreacted gases in the 
methanol/DME synthesis step and DMC extraction from methanol/DMC/water mixture. For this 
specific study, DMC is extracted with a refinery hydrocarbon stream (e.g., a reformate stream) 
that can blended directly with gasoline. 

One key consideration for the overall process scheme is that if the hydrogen from the syngas 
production step is to be used as fuel only, we need to select a suitable syngas generation process 
that will minimize hydrogedcarbon monoxide ratio (e.g., a partial oxidation process rather than a 
steam reformer). Regarding methanoDME synthesis, various publications from Haldor Topsoe 
and Air Products have indicated that suitable catalysts can be developed to tailor to specific 
methanollDME product ratio. In general, the co-production of DME and methanol is favored 
(namely, needs lower reactor severity) over the production of methanol alone. We are currently 
evaluating various options for the recovery of unconverted DME, carbon dioxide and hydrogen, 
and integration of various processing steps to minimize overall capital and operating costs. 
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ADVANCES IN LIQUID PHASE TECHNOLOGY 

Peter J.A. Tijm*, William R. Brown, Edward C. Heydorn, and Robert B. Moore 
Air Products and Chemicals Inc., Allentown, PA 

ABSTRACT 

The liquid phase methanol (LPMEOHTM) process uses a slurry reactor to convert synthesis gas 
(primarily a mixture of hydrogen and carbon monoxide) to methanol. Through its superior heat 
management, the process is ultimately suitable to handle synthesis gas generated through 
gasification of coal, petroleum coke, natural gas, residual oil, wastes, and other environmentally 
disadvantaged hydrocarbon feedstocks. Apart from production of chemical grade methanol, the 
process provides economic advantages in the Integrated Gasification Combined Cycle (IGCC) 
power generation application. Co-production of power and methanol via the IGCC and the 
LPMEOHTM process provides opportunities for energy storage for peakshaving of electrical 
demand andor clean fuel for export. The LPMEOHTM technology has been developed by Air 
Products and Chemicals, Inc. since the 1980s, extensively proven in a Department of Energy 
(DOE) - owned process development unit in LaPorte, Texas and selected for demonstration under 
the DOE Clean Coal Technology Program. The slurry reactor being demonstrated is also suitable 
for other exothermic synthesis gas conversion reactions, like synthesis of dimethyl ether and other 
alcohols/oxygenates. This paper presents an overview of LPMEOHTM and other liquid phase 
technology aspects and highlights the demonstration project at Eastman Chemical Company's coal 
gasification facility in Kingsport, TN. Commercial aspects of the LPMEOHW process are also 
discussed. 

INTRODUCTION 

With increasing methanol market demand, it was realized by various companies that a 
breakthrough in technology was required to provide methanol to the market place in a cost 
competitive way. In the early 1960s an important technology improvement was achieved by 
Imperial Chemical Industries Ltd. (ICI). They introduced low pressure technology, which was 
made possible through the development of higher activity catalysts. Since that time, low pressure 
gas phase methanol process technology has dominated the market. Only in the early 1980s was 
the potential of liquid phase technology realized by Chem Systems and Air Products and 
Chemicals, Inc. As result of technology consolidation between both these companies the 
LPMEOHW technology was developed, with the financial support of the U. S .  Department of 
Energy (DOE). The concept was proven in over 7,400 hours of test operation in a DOE-owned, 
3,200 gallons (US.) of methanol per day process development unit located at LaPorte, Texas. 
(Ref. a). The commercial-scale demonstration plant for the technology has been constructed and is 
now being commissioned at Eastman Chemical Company's coal gasification facility in Kingsport, 
Tennessee under the DOES Clean Coal Technology Program. The LPMEOHTM plant will 
demonstrate the production of at least 80.000 gallons of methanol per day, and will simulate 
operation for the IGCC co-production of power and methanol. Construction began in October of 
1995 and was, in a record period of 15 months, completed in December of 1996. Commissioning 
was completed and startup initiated in January of 1997, and will be followed by four years of 
operation to demonstrate the commercial advantages of the technology. 

Air Products and Eastman formed the "Air Products Liquid Phase Conversion Co., L.P." limited 
partnership to execute the demonstration project. The partnership owns the LPMEOHTM 
demonstration plant. Air Products manages the demonstration project and provides technology 
analysis and direction for the demonstration. Air Products also provided the design, procurement, 
and construction of the LPMEOHTM demonstration plant (i.e,, a turnkey plant). Eastman provides 
the host site, performs the permitting and operation of the LPMEOHTM unit, and supplies the 
supporting auxiliaries, the synthesis gas, and takes the product methanol. 

Most of the product methanol will be refined to chemical-grade quality (99.85 wt % purity via 
distillation) and used by Eastman as chemical feedstock in their commercial facility. A portion of 
the product methanol will be withdrawn prior to purlfication (about 98 wt % purity) and used in the 
off-site product-use tests. 

I. COMMERCIAL APPLICATION 

Technology Description 

The heart of the liquid phase technology, in this case the LPMEOHTM process, is the slurry bubble 
column reactor (Figure 1). The liquid medium is the feature that differentiates the LPMEOHTM 
process from conventional technology. Conventional methanol reactors use fixed beds of catalyst 
pellets and operate in the gas phase. The LPMEOHTM reactor uses catalyst in powder form, 
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slurried in an inert mineral oil. The mineral oil acts as a temperature moderator and a heat removal 
medium, transferring the heat of reaction from the catalyst surface via the liquid slurry to boiling 
water in an internal tubular heat exchanger. Since the heat transfer coefficient on the slurry side of 
the heat exchanger is relatively large, the.heat exchanger occupies only a small fraction of the 
cross-sectional area of the reactor. The slurry reactor can thus achieve high syngas conversion per 
pass, due to its capability to remove heat and maintain a constant, highly uniform temperature 
through the entire length of the reactor. Thus an essentially exothermic process has been converted 
to an isothermal process. 

Because of the LPMEOHTM reactor's unique temperature control cauabilities, it is able to directly 
process syngas which is rich in carbon oxides (carbon monoxide and carbon dioxide). Gas phase 
methanol technology would require such a feedstock to undergo stoichiometry adjustment by the 
water gas shift reaction (to increase the hydrogen content) and carbon dioxide (COz) removal (to 
reduce the excess carbon oxides). In a gas phase reactor, temperature moderation is only achieved 
by recycling large amounts of hydrogen (H&rich gas, utilizing the higher heat capacity of H2 gas 
as compared to carbon monoxide (CO) gas. Typically a gas phase reactor is limited to about 16% 
CO gas in the inlet to the reactor, in order to limit the conversion per pass to avoid excess heating. 
Hence recycle ratios of 6 - 10 are typically applied. In contrast, with the LPMEOHTM reactor, CO 
gas concentrations in excess of SO% have been routinely tested without any adverse effect on the 
catalyst activity. 

A second differentiating feature of the LPMEOHTM reactor is its robust character. The slurry 
reactor is suitable for rapid ramping, idling, and even extreme stop/start actions. The thermal 
moderation provided by the liquid inventory in the reactor acts to buffer sharp transient operations 
that would not normally be tolerable in a gas phase methanol synthesis reactor. 

A third differentiating feature of the LPMEOWM process is !hat a hi-h aualitv m e W 1  uro duct is 
roduced directlv from svneas which is rich in carbon oxides. Gas phase methanol synthesis, 

th ich  relies on hydrogen-rich syngas, results in a crude methanol product with up to 20% water 
by weight. The product from the LPMEOHTM process typically contaitns only 1% water by 
weight. This methanol product, coproduced with IGCC, is therefore suitable for many 
applications, and at a substantial savings in purification costs. The steam produced in the 
LPMEOHTM reactor is suitable for purification of the methanol product (for upgrading to a higher 
quality) or for use in the IGCC power generation cycle. 

Another unique feature of the LPMEOHTM process is the ability to add fresh catalvst online. 
Methanol catalysts deactivate at a slow rate. With the LPMEOHTM reactor, spent catalyst slurry 
may be withdrawn and fresh catalyst slurry added on a periodic batch basis. This allows 
continuous, uninterrupted operation, i.e maximum number of streamdays per year, and also the 
maintenance of a high productivity level in the reactor. Furthermore, choice of replacement rate 
permits optimization of productivity versus catalyst replacement cost. 

Finally the simplicitv of reactor construction. is an advantage to the LPMEOWM process 

Other Liquid Phase Reactions 

The technology and process characteristidadvantages as described for the LPMEOHTM process 
above are also applicable to a variety of other exothermic syngas reactions. In essence it is the 
combination of technology elements such as the following: 

exothermicity of the chemical reaction of syngas to product 
successful reactor engineering and scale up 
selectivity towards desired reaction products and - maintenance of catalyst(s) activity 

which will determine the competitiveness of the liquid phase technology. 

Following the successful development of the LPMEOHTM technology, which hereinafter will be 
used as an example, Air Products, sponsored by DOE, broadened the scope of its liquid phase 
technology interest. Air Products, together with various subcontractors, further developed and/or 
improved the liquid phase technology for the following chemical processes: 

1. New C1 - chemistry to Methyl Tertiary Butyl Ether (MTBE) 
I. a. Liquid Phase IsobutanoVMethanol 
1 .b. Liquid Phase Isobutylene (LPIBE) 
2. Liquid Phase Di-Methyl Ether (LPDME) 
3. Liquid Phase Water Gas Shift 
4. Liquid Phase Fischer-Tropsch 

The new Cl-chemistry to MTBE depends on two critical steps. The first is the efficient production 
of both methanol and isobutanol direct from syngas, and the second is dehydration of isobutanol to 
isobutylene. Following laboratory autoclave pioneering and suitable catalyst system(s) 
determination, the LPIBE technology was proven in the LaPorte Alternative Fuels Development 
Unit (AFDU). Isobutanol conversion as high as 98% with an isobutylene selectivity of 92% was 

i 

693 



achieved. High conversion/selectivity is necessary in  this, as in many, processes as the product 
separation of reaction products is difficult and expensive. The Liquid Phase Isobutanol/Methanol 
production from synthesis gas is presently under further research/demonstration, as previous 
successful demonstrations are deemed to operate at too high pressures and/or temperatures. 

LPDME has been recognized as a possible spring-board molecule for synthesis of fuels and 
chemicals. Laboratory tests on a dual catalyst system (to perform both methanol synthesis and 
dehydration in the same reactor vessel) were successful on a laboratory stirred tank reactor scale. 
Preliminary economics led to high interest in this liquid phase technology and demonstration in the 
AFDU in LaPorte. LPDME technology is expected to be Air Products' next step in the 
commercialization of liquid phase technology. Development/cost improvement activities are on- 
going. 

IGCC Coproduction Options 

The LPMEOHTM process is a very effective technology for converting a portion of the Hz and CO 
in an IGCC electric power plant's coal-derived syngas to methanol. The process i s  very flexible in 

used with an IGCC electric power plant (Ref. b), to provide the once-through methanol production 
as depicted in Figure 2. The process can be designed to operate in a continuous, baseload manner, 
converting syngas from oversized gasifiers or from a spare gasifier. The process can also be 
designed to operate only during periods of off-peak electric power demand to consume a portion of 
the excess syngas and allow the electricity output from the combined-cycle power unit to be turned 
down. In this latter circumstance, the gasification unit continues to operate at full baseload 
capacity, so the IGCC facility's major capital asset is fully utilized. 

In either baseload or cycling operation, partial conversion of between 20% and 33% of the IGCC 
plant's syngas is optimal, and conversion of up to 50% is feasible. The degree of conversion of 
syngas (or the quantity of methanol relative to the power plant size) determines the design 
configuration for the LPMEOHTM process. In its simplest configuration, syngas (feed gas) at its 
maximum available pressure from the IGCC electric power plant is passed once, without recycle 
through the LPMEOHW plant (Figure 3), and partially converted to methanol. The unreacted feed 
gas is returned to the IGCC power plant's combustion turbines. 

If greater amounts of syngas conversion are required, different once-through plant design options 
(Figure 3) are available. The feed gas pressure to the reactor is a prime determinant of the degree of 
syngas conversion, as shown in Figure 4. Reaction pressure for methanol synthesis design is 
usually 750 psia or higher. The higher the pressure at which the syngas is available, the greater is 
the degree of conversion and the lower the conversion cost. The LPMEOH" process design 
options for greater syngas conversion are: 

being able to process many variations in syngas composition. The LPMEOWM process can be I 

I 

/ 

/' 

Once-Through, with Feed Gas Compression: 

When the feed gas pressure from the IGCC electric power plant is low (e.g. below 750 psia), feed 
gas compression may be added to the LPMEOHTM process design, to increase reactor productivity 
and the overall conversion of syngas to methanol. 

{, 

Limited Gas Recycle: 

One design technique to increase the degree of syngas conversion is to condense out methanol 
from the reactor effluent and to & part of the unreacted feed gas back to the reactor inlet. With 
the LPMEOHTM process, this simole recv cle refers to recycle of CO-rich gas. The recycle ratio 
required for the LPMEOHW is moderate, for example, one part unreacted syngas to one part fresh 
feed gas. This 1 to 1 recycle ratio is usually quite effective in optimizing the methanol production. 
At higher recycle ratios, little is gained since most of the available H2 has already been converted to 
methanol. 

Once-Through with Water Addition: 

Of course, the richer the once-through syngas is in CO, the more the production is limited by the 
availability of H2. If additional conversion is desired, the LPMEOHTM process design can be 
altered to generate additional Hz. The inherent shift activity of the methanol catalyst can be utilized 
to accommodate a modest amount of shift activity within the reactor. This is done by the addition 
of water, as steam, to the syngas before it passes through the liquid phase methanol reactor. Within 
the reactor, the additional steam is converted to Hz which is, in turn, converted to methanol. In the 

the crude methanol product and of C02 in the reactor effluent gas. 

Any combination of these L P M E O P  process design options may be used to achieve the desired 
degree of syngas conversion. There is still no need for upstream stoichiometric adjustment of the 
feed gas by the water-gas shift reaction and COz removal; so the simplicity of once-through CO- 

water addition case, the increase in conversion is accompanied with a modest increase of water in \ 
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rich gas processing is retained 

Baseload Coproduction of Methanol and  Power 

Process design study work for the LPMEOHTM process has been directed towards converting a 
portion of coal-derived syngas produced in an IGCC electric power plant to methanol. A feed gas 
containing 35% Hz, 51% CO, 13% COz and 1% inerts (nitrogen) was used for preparing the 
baseload methanol coproduction economics. 

With a given gasification plant size, the IGCC coproduction plant can be designed to accommodate 
a range of methanol to power output ratios. For example (Ref. c, d), a gasification plant, with two 
gasifiers of 1735 million Btu (HHV) per hour output each (equivalent to some 2200 tonnes per day 
of coal input), could be sized for baseload power output of 426 megawatts of electricity (MWe) 
and for baseload methanol coproduction of 152,000 US gallons per day (G/D). Other methanol 
and power plant size options for this gasification plant size are shown in Table 1. 

% of Syngas Baseload 
Converted Power 

to Methanol Plant Size 
(%) ( W e )  

Table 1. Methanol Plant to Power Plant Size Ratio 
Baseload Methanol Plant to 
Methanol Power Plant 
Plant Size Size Ratio 

iG/D) (G/D Der W e )  

0 

13.8 

500 0 0 

426 152,000 357 

20.0 
30.0 

The IGCC coproduction plant with 426 MWe of power and 152,000 G/D of methanol is used for 
the baseload production cost estimate for coproduced methanol, shown in Table 2. If the baseload 
fuel gas value is $4.00 per million Btu, then 152.000 G/D of methanol can be coproduced from 
coal for under 50 cents per gallon. 

As expected, the methanol production cost is lower at larger methanol plant sizes. Figure 5 shows 
the effect of plant size for once-through methanol coproduction. Methanol production costs for 
two of the LPMEOHTM plant design options for higher syngas conversion: 1 to 1 gas recycle, and 
1 to 1 gas recycle with water addition, are also shown. 

394 210,000 533 
342. 330,000 965 

Today, new methanol plants are being built where natural gas is inexpensive (Chile, Saudi Arabia). 
These new world scale plants range in size from 700,000 to 900,000 G/D (2000 to 2700 metric 
tons per day) in size. The economy of scale savings; in natural gas gathering, syngas production, 
and in methanol storage and ocean transport facilities; drive these plants to a large size. Estimates 
(Ref. e, f) show that an 836,000 G/D remotely located methanol plant (with the same 20% per year 
capital charge as in Figure 5), with natural gas at $0.50 to $1.00 per million Btu, has a total ex- 
plant methanol production cost of 46 to 50 cents per gallon. Adding ocean freight, duty and 
receiving terminal storage typically adds 8 to 10 cents per gallon; giving a total delivered U.S. Gulf 
Coast methanol cost (Chemical Grade) of 55 to 60 cents per gallon. 

Figure 5 is interesting because it provides an unexoected result. Methanol coproduction with 
IGCC and the once-through LPMEOHTM process does not need large methanol plant sizes to 
achieve good economics. The gasification plant is already at a large economical scale for power 
generation; so the syngas production economics are already achieved. Methanol storage and 
transport economics are also achieved by serving local markets, and achieving freight savings over 
the competing methanol, which is usually shipped via the U. S. Gulf coast from areas with 
inexpensive feed gas (like natural gas or associated gas). 

The 50 cents per gallon coproduction cost for a 152,000 G/D once-through L P M E O P  plant size 
is in local markets competitive with new world scale natural gas based methanol plants. Figure 5 
shows an additional 3 to 4 cent per gallon saving for a 365,000 G/D LPMEOHTM plant size. These 
additional savings might be used to off-set higher freight costs to more distant local customers; 
while still maintaining a freight and cost advantage over the imported methanol from the Gulf 
coast. 

The 50 cents per gallon coproduction cost for a 152,000 G/D once-through LPMEOHM plant size 
in local markets is competetive with new world scale natural gas-gased methanol plants. Figure 5 
shows an additional 3 to 4 cent per gallon savings for a 365,000 G/D LPMEOHTM plant size. 
These additional savings might be used to offset higher freight costs to more distant local 
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customers, while still maintaining a freight and cost advantage over the imported methanol from the 
Gulf Coast. 

TABLE 2. Production Cost Estimate for  Coproduced Methanol 
LPMEOH Plant Capacity: 152,000 gallons per day (500 sT/D) 

Capital Investment: $29 million 

M 
MethanolP!antOpe&: 7884 hrty 

Methanol Pnxluction (million gall&ear): 49.9 

Methanol Production Cost centslaallon 

Syngas cost: 
Feed Gas @ fuel value ( $4.00/mrnBtu) 
Unreacted (CO-rich) gas @ fuel value 
@'+.-I 
Subtotal; net cost of syngas converted: 

W M -  w- 
ullms 
Otherocos t s  

Operating cost: 

. Sub-Total; Operafing costs: 

98.7 

m.4) 
303 

2.6 

0.9 
4.0 
4.6 

(2.9) 

Capital chage 0 20% of investment per year 11.6 

Total Methanol Production Cost: 46.5 

Basis: 
U. S. Gulf Coast Construction, 4thQ 1996 $ 
Includes owner costs and 30 days of Product Storage 
CO-rich feed gas from IGCC electric power plant at 1000 psia, with 5ppm (ma.) sulfur. Once-through 
LPMEOH process design with 1562 mmBtu/hr in, 1082 mmBtu out tHHV). Excludes License and 
Royalfy fee. Air Products is the LPMEOH process technology licensor. Product methanol with 1 wt % 
water; Chem. Grade would add 4 to 5 cents per gallon. 

11. DEMONSTRATION PLANT - STATUS 

Development of the LPMEOHTM technology came to further fruition through cooperation between 
Air Products, DOE and Eastman Chemical Company under the DOE Clean Coal Technology 
Program (Ref. 9). 

Kingsport Site 

Eastman has an extensive chemical complex at the Kingsport site, where originally methanol was 
produced by distillation of wood and later changed to conversion of coal-derived syngas. Coal 
gasification operations at Kingsport began in 1983. Figure 6 shows an aerial view of Eastman's 
Kingsport gasification facility. Texaco gasification is used to convert about 1,OOO tons-per-day of 
high-sulfur, Eastern bituminous coal to synthesis gas for the manufacture of methanol, acetic 
anhydride, and associated products. Air Products provides the oxygen for gasification by a 
pipeline from an over-the-fence air separation unit. The crude synthesis gas is quenched, partially 
shifted, treated for acid gas removal (hydrogen sulfide and carbonyl sulfide, and C02, via 
Rectisol), and partially processed in a cryogenic separation unit to produce separate Hz and CO 
streams. The Hz stream is combined with clean synthesis gas to produce stoichiometrically 
balanced feed to a conventional gas phase methanol synthesis unit. Methanol from this unit is 
reacted with recovered acetic acid to produce methyl acetate. Finally, the methyl acetate is reacted 
with the CO stream to produce the prime product, acetic anhydride (and acetic acid for recycle). 
Figure 7 shows the process block flow diagram for the Kingsport gasification facility including the 
LPMEOHTM demonstration plant. 

LPMEOHm Demonstration Plant Design 

The site available at Kingsport provides a 270 ft. by 180 ft. plot for the demonstration plant and 
tank truck loading areas. An area next to the site was made available for establishing the 
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construction trailer, fabrication, and laydown areas. Figure 8 is an aerial view of the site prior to 
the start of construction. Air Products was responsible for the engineering design and construction 
ofthe project. Eastman was responsible for the outside battery limits design and construction, the 
permitting, and for providing the digital control programming. Eastman reviewed the detailed 
design of the demonstration plant. 

Because the gasification facility produces individual streams of clean synthesis gas, CO, and H2- 
rich gas, there is the capability to blend gases and mimic the gas compositions of a range of 
gasifiers. Hence, the broad applicability of the LPMEOHTM technology could be proven and 
formed part of an elaborate test program, to be discussed later. Those test objectives also provided 
a design challenge for the Air ProductsEastman design team. Of primary importance was the 
integration of the LPMEOHTM demonstration plant within the Kingsport gasification complex. 
Since the feed composition to the reactor was to be varied from H2-lean to Hz-rich (25% to 
7o+%H2) and the flow to the reactor by at least a factor of two, all of the product and byproduct 
streams within and outside the battery limits were affected. Control valves and instrumentation for 
the demonstration plant were required to have functionality over and beyond those for a normal 
commercial facility. Extreme cases of about twenty different heat and material balances were 
considered for specification of each piece of equipment, flow measurement device, control valve, 
and safety relief device. 

The DOE approved Eastman's Kingsport, TN facility as the site of the LPMEOHTM Demonstration 
Plants in October of 1993. Air Products and Eastman worked with the DOE to define the size of 
the plant and develop a Statement of Work for the L P M E O F  Demonstration at Kingsport. This 
Project Definition phase including a cost estimate was completed in October of 1994. Preliminary 
detailed design work on equipment layouts and development of PBtID's began shortly after this. 
Full authorization from the DOE for Design and Construction was effective February I ,  1995. The 
reactor was the first piece of equipment to be placed on order in November of 1994. Equipment 
deliveries began in November of 1995. The State air permit was received in March of 1996. The 
D O E  completed its National Environmental Policy Act (NEPA) review and issued a Finding of No 
Significant Impact (FONSI) in June of 1995. Construction at the site began in October of 1995. 
Construction was essentially completed in December of 1996. 

Instrument Loop Checking began in October 1996. Commissioning began in December of 1996, 
followed by startup in late January of 1997. Thereafter a four-year methanol test operation was 
started in February of 1997. The operating test program will end in the year 2001. The off-site 
fuel use tests will be performed over an 18 to 30 month period, beginning in May of 1998. 

111. DEMONSTRATION PLANT - TEST PLANS 

Methanol Operations - Demonstration Test Plan 

Three key results will be used to judge the success of the LPMEOHrM process demonstration 
during the four years of operational testing: 

Resolution of technical issues involved with scaleup and first time demonstration for various 
commercial-scale operations 
Acquisition of sufficient engineering data for commercial designs 
Industry acceptance 

The demonstration test plan has been established to provide flexibility in order to meet these 
success criteria. Annual operating plans, with specific targeted test runs, will be prepared and 
revised as necessary. These plans will be tailored to reflect past performance as well as 
commercial needs. User involvement will be sought. 

The LPMEOHTM operating test plan outline, by year, is summarized in Table 3. The 
demonstration test plan encompasses the range of conditions and operating circumstances 
anticipated for methanol coproduction with electric power in an IGCC power plant. Since 
Kingsport does not have a combined-cycle power generation unit, the tests will simulate the IGCC 
application. Test duration will be emphasized in the test program. The minimum period for a test 
condition, short of the rapid ramping tests, is 2 weeks. Numerous tests will have 3-6 week run 
periods, some 8-12 weeks, and a few key basic tests of 20 to 30 weeks. 
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Table 3. LPMEOHTM Demonstration Test Plan Outline 

yearl 
Catalyst Aging 

Process Optimization / Maximum Reactor Productivity 

Catalyst Life Versus LaPorte process development unit and Lab 
Autoclaves 

Catalyst Slurry Concentration 
Reactor Slurry Level 
Catalyst Slurry Addition Frequency Test 

Establishment of Baseline Condition 
Years 2 & 3 

Catalyst Slurry Addition and Withdrawal at Baseline Condition 
Catalyst AttritionlPoisonslActivity/Aging Tests 
Simulation of IGCC Coproduction for: 

1. Synthesis Gas Composition Studies for Commercial Gasifiers 

2. IGCC Electrical Demand Load Following: 

3. Additional Industry User Tests 

Texaco, Shell, Destec, British G a s h r g i ,  Other Gasifiers 

Rapid Ramping, Stop/Start (Hot and Cold Standby) 

Maximum Catalyst Slurry Concentration 
Maximum Throuehuutmroduction Rate 

year4 
Stable, extended Operation at Optimum Conditions 
99% Availability 
Potential Alternative Catalyst Test 
Additional Industry User Tests 

Applications for the Coproduced Methanol Product 

The methanol coproduction process studies show that the LPMEOHTM process can produce a clean 
high quality methanol product at less than 50 cents per gallon from an abundant, non-inflationary 
local fuel source (coal). As previouslyiindicated the quality of the methanol produced approaches 
closely that of chemical grade methanol. This allows in certain applications for limited distilling of 
the product and, hence, another advantage for the LPMEOHTM process. Serving local markets, the 
methanol coproduced at central IGCC electric power plants, can be a valuable premium fuel or fuel 
feedstock for many applications, such as: 

1. An economical hydrogen source for small fuel cells being developed for transportation 
applications. Methanol is a storable, and transportable, liquid fuel which can be reformed under 
mild conditions to provide an economical source of hydrogen for fuel cells. 
2. Reformed under mild conditions, liquid phase methanol may be an economical hydrogen or 
carbon monoxide source for industrial applications. 
3. A substitute for chemical grade methanol being used for MTBE manufacture. 
4. An environmentally advantaged fuel for dispersed electric power stations. Small packaged 
power plants (combustion turbine, internal combustion engine, or fuel cell) provide power and heat 
locally, at the use point; without any competition like natural gas pipelines and high voltage power 
lines. Since methanol is an ultra-clean (zero sulfur) fuel which bums with very low (better than 
natural gas) emissions of nitrogen oxides, the incremental power is very clean. 
5 .  Finally, the coproduced methanol may be used by the utility owning the IGCC facility (see 
Figure 2). Potential uses are: a) as a backup fuel for the IGCC plant's main gas turbines; b) as a 
fuel for a separate, dedicated cycling combined-cycle unit at the same site; c) as the fuel exported to 
the utility's distributed power generation system(s); or d) as the transportation fuel for the utility's 
bus or van pool. Since the methanol is derived from the coal pile, the IGCC facility can be truly 
independent and self-sufficient for fuel needs. In addition, should the external prices for methanol 
command higher value to the IGCC plant's owner, the methanol can be exported for additional 
revenues. 

Many of the applications listed above are embryo developments. Their ultimate market size 
potential for transportation applications, for industrial applications and for distributed power 
generation could become large. The methanol product specification for the applications is not 
adequately known. Therefore, part of the LPMEOHTM demonstration project's program is to 
confirm the suitability of the methanol product for these (and other) uses. Product-use tests will 
allow development of final methanol product specifications. During the demonstration, in the 1998 
to 2000 time-frame, about 400,000 gallons of the "as-produced from CO-rich syngas" methanol 
will be available for off-site product-use testing. The final off-site product-use test plan is now 
under development. More details will be provided to interested parties. 
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CONCLUSION 

The LPMEOHTM process is now being demonstrated at commercial scale under the DOE Clean 
Coal Technology Program. The demonstration plant, located at Eastman Chemical Company's 
Kingsport, Tennessee coal gasification facility site, will produce at least 80,000 gallons-per-day of 
methanol from coal-derived synthesis gas. Startup was effected in January of 1997, followed by a 
four-year demonstration test period beginning in February of 1997. 

Successful demonstration of the LPMEOHTM technology will add significant flexibility and 
dispatch benefits to IGCC electric power plants, which have traditionally been viewed as strictly a 
baseload power generation technology. Now, central clean coal technology processing plants, 
making coproducts of electricity and methanol, can meet the needs of local communities for 
dispersed power and transportation fuel. The LPMEOHTM process provides competitive methanol 
economics at small methanol plant sizes, and a freight and cost advantage in local markets vis-a-vis 
large remote gas methanol. Methanol coproduction studies show that methanol at less than 50 
cents per gallon can be provided from an abundant, non-inflationary local fuel source (coal). The 
coproduced methanol may be an economical hydrogen source for small fuel cells, and an 
environmentally advantaged fuel for dispersed electric power. 
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Figure 2. Once-through Methanol Coproduction with IGCC Electric Power . 



Figure 4. Synthesis Gas Conversion to Methanol 
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Figure 5. Coproduct Methanol Cost versus Methanol Plant Size. 
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Figure 6. Aerial View of Eastman's Kingsport Complex 

Figure 7. Process Block Flow Diagram of Kingsport Facility Including L P M E O P  
Demonstration Plant. 
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Figure 8. Aerial View of the Site for the LPMEO~Demonstration Plant 

Figure 9. Photograph of the installed LPMEOpDemonstration Plant 
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NEW CLEAN FUEL FROM COAL- DIMETHYL ETHER 

y. Ohno,  T .Sh ikada ,  T .Ogawa,  M.Ono a n d  M.Mizuguchi ,NKK Corpora t ion ,Tokyo 
100 a n d  K.Fujimoto ,The  Un ive r s i ty  of Tokyo,Tokyo 1 l 3 , J a p a n  

Keywords: Dimethyl  e t h e r ,  Coal,  Clean  fuel 

1. In t roduct ion  
In  Asian  coun t r i e s  a n d  reg ions  inc luding  China ,  ASEAN a n d  NIES  , h igh  speed  
economic growth  i s  s p u r r i n g  a r ap id  increase  in  energy  consumpt ion ,  which  
means  t h a t  t h e r e  i s  a h igh  probabi l i ty  of t h i s  p a r t  of t h e  world even tua l ly  fac ing  
111 a t i gh t  ene rgy  supp ly  a n d  demand  s i tua t ion  a n d  [2] s e r ious  env i ronmen ta l  
p roblems (CO2,SOx. NOx. e tc . ) .  
O n  t h e  energy  supp ly  s ide ,  a n  increase  i s  forecas t  i n  t h e  t o t a l  volume of c rude  o i l  
a n d  oil p roducts  impor t ed  from t h e  middle e a s t  a n d  o the r  product ion  reg ions  
ou t s ide  t h i s  p a r t  of As ia ,  b u t  i t  will  be necessary  to  a l so  u s e  unexplo i ted  ene rgy  
resources  a s  l ign i te ,  sub -b i tuminous  coal,  coal bed  me thane  a n d  unexplo i ted  
sma l l  depos i t s  of n a t u r a l  gas  wi th in  t h e  region. 
Looking a t  t h e  env i ronmen ta l  p re se rva t ion  s i tua t ion ,  to  dea l  wi th  ex i s t ing  solid 
po l lu t an t  sou rces  such  a s  re la t ive ly  la rge  e lec t r ic  power p l a n t s  a n d  
fac tor ies  , desu l fu r i za t ion  a n d  deni t r i f ica t ion  p l a n t s  a r e  effective.  Fo r  t h e  
consumpt ion  of fue l  i n  r e s iden t i a l  a n d  commerc ia l  sec tor  a n d  t r a n s p o r t a t i o n  
sec tor ,  a s  t h e  sources  of po l lu t an t s  a r e  widely d ispersed ,  measu res  to  c lean  t h e  
fue l  i t se l f  m u s t  be t a k e n .  
Fo recas t s  of s h a r p  r i s e s  i n  demand  for t h e  c lean  fuels,  n a t u r a l  g a s  (LNG) a n d  
LPG,  have  a roused  f e a r s  of a j ump  i n  the  pr ices  of t hese  products .  F o r  t h i s  r eason ,  
t h e  product ion  of d ime thy l  e t h e r  (DME)--a c lean  fuel a s  convenient  to  t r a n s p o r t  
a s  LPG--by  syn thes i z ing  from g a s  obta ined  by coal gasification a t  coal mine  for  
sh ipmen t  t o  u s e r s  i n  t h e  su r round ing  coun t r i e s  and  reg ions  is ex t r eme ly  
s igni f icant  from t h e  poin t  of view of env i ronmen ta l  p reserva t ion .  
Recent ly ,  t he  DME syn thes i s  from H2lCO h a s  been  s tud ied  for coproduction wi th  
me thano l  t o  inc rease  t h e  product iv i ty  beyond t h e  me thano l  equi l ibr ium(3 ,4) .  
NKK, which h a s  been  s tudy ing  t h e  syn thes i s  of DME from H2lCO s ince  1989 (1 ,2 ) ,  
i s  now conduct ing  r e sea rch  on a 50kglday bench  p l an t .  
I n  t h i s  r epor t ,  we p r e s e n t  a n  overview of t h e  physical p roper t ies ,  u ses  a n d  
syn thes i s  r eac t ion  of DME, a n d  a n  e s t ima t ion  t o  commercial  p l an t  of DME. 
2. Phys ica l  P rope r t i e s  a n d  Uses  of DME 
2.1 Phys ica l  P rope r t i e s  of DME 
Table  1 shows t h e  phys ica l  p rope r t i e s  a n d  combustion cha rac t e r i s t i c s  of DME 
a n d  var ious  fue ls .  DME,  a colorless gas  wi th  a boiling poin t  of - 2 5 c  , i s  
chemically s t a b l e  a n d  eas i ly  l iquefied.  Wi th  proper t ies  s imi l a r  t o  those  of 
p ropane  a n d  bu tane ,  which  a r e  pr inc ipa l  cons t i t uen t s  of LPG, i t  can  be hand led  
a n d  s to red  us ing  t h e  s a m e  technology used  t o  hand le  a n d  s tore  LPG.  
While its ne t  calorific va lue  of 6.903 kcallkg i s  lower t h a n  t h a t  of propane ,  bu tane ,  
a n d  me thane ,  i t  i s  h ighe r  t h a n  t h a t  of methanol .  In  gaseous  s t a t e ,  i t s  n e t  calorific 
va lue  i s  14,200 kca l lNm3,  which  i s  h igher  t h a n  t h a t  of me thane .  Turn ing  t o  i t s  
combust ion  p rope r t i e s ,  i t s  explosion l imi t  i s  wider t h a n  those  of propane  a n d  
b u t a n e ,  b u t  a lmos t  ident ica l  t o  t h a t  of me thane  and  na r rower  t h a n  t h a t  of 
me thano l .  I t s  ce t ane  number  i s  h igh ,  ranging  from 55 to  60, so t h a t  i t  c an  be used  
in  d iese l  eng ines .  Ac tua l  eng ine  t e s t s  show t h a t  i t s  fue l  consumpt ion  r a t e  i s  
lower t h a n  t h a t  of d iese l  oil  a t  t he  s a m e  NOx level a n d  confirm t h a t  i t  i s  a n  
ex t r eme ly  c l ean  fue l ,  gene ra t ing  a n  ex t remely  smal l  quan t i ty  of soot(5).  I t s  
f lame is a visible b lue  f lame s imi l a r  t o  t h a t  of n a t u r a l  gas ,  a n d  i t  can  be  used  j u s t  
a s  it i s  i n  a n  LPG cooking s tove ,  and  i t  does no t  produce  a ldehyde .  
A tox ic i ty  s t u d y  of i t s  u se  a s  a propel lan t  for sp ray  cans  to  rep lace  f luorocarbons  
h a s  conf i rmed t h a t  i t s  toxicity i s  ex t remely  low; about  t h e  same  a s  t h a t  of LPG 
( 6 ) .  T h e  s t u d y  h a s  shown  t h a t  t h e  toxicity of DME i s  even  lower t h a n  t h a t  of 
me thano l .  

. 

Table 1 Physical Properties and combustion characteristics of DME and other fuels 
Properties DME Propane n-Butane Methane Methanol 
Chemical formula CH,OCH, GH. CHm CH. CH,OH 
Boiling point (9)) -25.1 42.0 -0.5 -161.5 64.6 
Liquid density (p/cm', 209)) 0.67 0.49 0.57 - 0.79 
Specific gravity (vs. air) 1.59 1.52 2.00 0.55 - 
Heat of vaporization (kcal/kg) 111.7 101.8 92.1 121.9 262 
Saturated vapor pressure (am, 259)) 6.1 9.3 2.4 246 - 

Ignition energy (1O"J) 45 30 76 33 21 
Burning velocity (cds) 50 43 41 37 52 

Ignition temperature (C) 350 504 430 632 470 
Explosion limil (%) 3.4-17 2.1-9.4 1.9-8.4 5-15 5.5-36 
Cetane number 55-60 (5 )  (10) 0 5 
Net calorific value (kcal/Nm') 14,200 21.800 28.300 8,600 - 
Net calorific value (kcalka) 6.903 11,100 10.930 12.000 5.040 



It does not corrode m e t a l  bu t  i t  does corrode rubbe r  type s e a l a n t ,  s o  these  
m a t e r i a l s  m u s t  be se l ec t ed  careful ly  ( 6 ) .  
2.2 U s e s  of DME 
Some i s  used a s  so lven t s ,  r e f r ige ran t s ,  e t c . ,  b u t  most  i s  used a s  a propel lant  
( p a i n t ,  chemical  f e r t i l i ze r s ,  cosmetics), with 8,000 tonslyear  produced in  J a p a n  
a n d  about  100,000 t ons lyea r  produced world wide. Its only use  a s  a fue l  h a s  been 
a s  a n  in t e rmed ia t e  p roduc t  du r ing  t h e  conversion to  syn the t i c  gasol ine,  b u t  t o  
t a k e  advan tage  of i t s  p rope r t i e s  s imi l a r  to  those  of LPG, China h a s  begun 
producing DME by dehydra t ion  r eac t ion  of methanol  a s  a fuel  s u b s t i t u t e  for LPG . 
Tab le  2 shows p o t e n t i a l  u s e s  of DME a s  a fuel and  the  energy i t  will replace.  
When i t  i s  possible  t o  produce i t  cheaply from coal o r  n a t u r a l  gas ,  i t  will be used 
widely a s  a c l ean  fue l  which i s  a s  convenient  to  t r a n s p o r t  a s  LPG. 

Table2 Potential use of DME as substitute fuel 

Transportation : diesel oil 
Domestic use : coal , coal briquette ,fuel gas from coal , natural gas , LFG 
Power generation : coal , natural gas, heavy oil , LPG 

3. S y n t h e s i s  of DME 
3.1 DME S y n t h e s i s  React ion 
Tab le  3 shows t h e  r eac t ions  concerning DME syn thes i s  and  t h e  hea t  of react ion.  
As shown  in  Tab le  3, t h e  DME s y n t h e s i s  react ion (e) from H2/CO cons i s t s  of t h r e e  
s t eps :  t h e  me thano l  s y n t h e s i s  r eac t ion  (a) ,  t h e  dehydrat ion react ion(b) ,  a n d  t h e  
sh i f t  r eac t ion  (c). Wi thou t  t h e  sh i f t  r eac t ion ,  t h e  react ion can be ca r r i ed  ou t  
following t h e  fo rmula (d )  which i s  given by combining react ions (a) and(b) .  
Because gene ra l ly  t h e  m e t h a n o l  syn thes i s  ca t a lys t  encourages t h e  sh i f t  
react ion(c) ,  t h e  t o t a l  r eac t ion  is  l ikely to  proceed between (d) formula and  (e) 
fo rmula .  
Because the  t o t a l  r eac t ion  i s  highly exothermic,  if t h e  excess react ion h e a t  i s  not 
eff ic ient ly  removed a n d  t h e  r eac t ion  t e m p e r a t u r e  i s  not careful ly  control led,  
t h e r e  i s  a r i sk  of t h e  c a t a l y s t  deac t iva t ion  by t h e  r is ing t empera tu re .  

Table 3 Reaction concerning DME synthesis and reaction heat 
Reaction Reaction heat 

(kcallmol-DME) 
(a) 2 C 0 + 4 H 2  + 2CH,OH + 43.4 
(b) 2CH,OH + CH,OCH,+H,O + 5.6 
(e) CO+H,O + CO,+H, + 9.8 
(d) 2 C 0 + 4 H ,  + CH,OCH,+H,O + 49.0 
(e) 3 C 0 + 3 H 2  + CH,OCH,+CO, + 58.8 

Figure  1 shows how t h e  (H2 + CO) 
equ i l ib r ium conversion for t h e s e  two  

a n d  (e) and  me thano l  s y n t h e s i s  
react ion(a)  va r i e s  a s  func t ion  of 
t h e  in i t i a l  H2/CO r a t i o  a n d  r eac t ion  
p r e s s u r e .  I n  each  r eac t ion  , t h e  
equ i l ib r ium conversion h a s  its peak  
where  t h e  H2/CO r a t i o  of t h e  r e a c t a n t  8 40 
g a s  co r re sponds  t o  t h e  s to i ch iomet r i c  
va lue ,  t h a t  i s  , H2/CO = 2 ( r eac t ion  (d) 
a n d  react ion(a))  a n d  w i t h  H2/CO = 1 

of DME i s  h ighe r  t h a n  t h a t  of me thano l .  
For DME syn thes i s ,  t h e  max imum value 0 0.5 1 1.5 2 2.5 
of t h e  equ i l ib r ium conversion i s  h ighe r  
f o r  t h e  r eac t ion  fo rmula  (e). T h i s  c lear ly  
i n d i c a t e s  t h e  s ignif icance of t h e  fact  
t h a t  t h e  sh i f t  r eac t ion  (c) proceeds i n  
r e sponse  t o  react ion (a)  a n d  r eac t ion  (b). 
3.2 S l u r r y  Bed Reac to r  
T h e  r eac to r  t ypes  fo r  ca t a ly t i c  r eac t ion  a r e  categorized i n  fixed bed,  f luidized bed 
a n d  s l u r r y  bed.  Because DME s y n t h e s i s  react ion i s  highly exothermic,  a fluidized 
bed  a n d  a s l u r r y  bed r eac to r  a r e  recommended.  The i r  h e a t  t r ans fe r  cha rac t e r i s t i c  
is s o  excel lent  t h a t  t h e  t e m p e r a t u r e  d i s t r ibu t ion  in t h e  reactor  is f l a t  and  t h a t  
t h e  s t r u c t u r e  of r eac to r  c a n  be s imple .  
A s l u r r y  bed does n o t  r e s t r i c t  t h e  shape  and  mechanical  s t r e n g t h  of t h e  ca t a lys t  
compared  wi th  a f luidized bed .  The  ca t a lys t  i n  t he  s lu r ry  bed can be easi ly  
exchanged by  s l u r r y  pomp wi thou t  d i s tu rb ing  t h e  operat ion when the  ac t iv i ty  of 
c a t a l y s t  decreases .  B u t  i n  t h e  s l u r r y  bed,  t h e  solubi l i ty  in  t h e  solvent  of t h e  
w a t e r  gene ra t ed  on t h e  dehydra t ion  ca t a lys t  is low, t h e  most of wa te r  emerges  
direct ly  in to  t h e  g a s  bubb les  a n d  t h e r e  i s  a s t rong  tendency for i t  t o  emerge from 
t h e  r eac to r  w i thou t  r e a c t i n g  with t h e  CO, a n d  overal l ,  t he  CO conversion 
becomes low. So add ing  a sh i f t  r eac t ion  funct ion to  t h e  dehydrat ion ca t a lys t  t o  
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convert  gene ra t ed  wa te r  w i th  t h e  C O  immediately t o  H 2  and  C 0 2  h a s  been 
designed.  Because H 2  h a s  high solubi l i ty  and  diffusion r a t e  in t h e  solvent ,  i t  i s  
consumed by t h e  me thano l  syn thes i s  react ion,  and  overal l  i t  i s  possible  t o  ob ta in  
a high CO conversion ( 1 , 2 ) .  
3.3 DME Syn thes i s  React ion Tes t  
A bench scale  expe r imen t  was performed based on beake r  scale  r e sea rch  (1 ,2) .  An 
outl ine of t h e  t e s t  p l a n t  is  p re sen ted  i n  F igu re  2 .  The  reactor  i s  a s l u r r y  bed 
bubble tower wi th  a n  i n t e r n a l  d i ame te r  of 90 mm and a height  of 2 m. The  p l an t  
capaci ty  is  of 5 0  kglday of DME. F igu re  3 and  F igure  4 presen t ,  a s  examples  of 
t h e  r e s u l t s  of t h e  expe r imen t ,  t h e  CO conversion and  select ivi ty  of a l l  
cons t i t uen t s  of t h e  product  ( C 0 2  i s  excluded and  t h e  t o t a l  of DME, me thano l ,  
C H 4  i s  considered t o  100%) produced in  one th rough  operat ion.  The re  i s  no o the r  
heavy byproduct  t h a n  me thano l  and  me thane .  

bent 
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H I  

' $ 7  massflow - 
make-up controller DME reactor 
make-up gas : CO. ti may. 50 0 /mm 
reactor net dimention : 90 mmb X 2,000 mmH 
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Fig.2 Flow diagram of Bench Plant 
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Fig. 3 CO conversion as  function of temperature 
and pressure(one.through,make-up H2/CO=1) 

Fig. 4 Product selectivity a s  function of 
temperature and pressure 

T h e  CO conversion r i s e s  a s  t h e  

t h e  maximum value.  Th i s  i s  
considered to  r e p r e s e n t  t h e  
effect of t h e  equ i l ib r ium 
re s t r i c t ions  caused  a s  t h e  
conversion approaches  t h e  
equi l ibr ium a n d  of t h e  fal l  i n  
t h e  solubi l i ty  of t h e  r eac t ion  
g a s  a s  t he  t e m p e r a t u r e  r i s e s .  
A CO conversion g r e a t e r  t h a n  
50% a n d  a DME select ivi ty  in  V 0 100 ZOO 300 400 500 600 700 
excess  of 90% were ob ta ined  
a t  a p re s su re  of 50 a t m  and  
a t e m p e r a t u r e  of 300c. 
As for t h e  ca t a lys t  l i fe ,  a s  
shown  in  F igu re  5 , du r ing  
,oo hours of consecutive 
t e s t ing ,  no deac t iva t ion  was  
observed.  
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Fig. 5 Catalyst activity as  function of time on stream 
(H2/CO=1,280g,30atm,WIF=12g-~at hr/mol) 
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4. Syn thes i s  of DME from Coal  a n d  N a t u r a l  Gas  and  i t s  Uses  
4 . 1  DME Syn thes i s  P rocess  Flow 
F i g u r e  6 shows a block d i ag ram t o  produce DME from coal.  Because  t h e  H2/CO 
r a t i o  of syn thes i s  g a s  ob ta ined  by t h e  coal gasification r anges  from 0 . 5  t o  1.0,  t he  
g a s  composi t ion  i s  ad jus t ed  by t h e  sh i f t  reac t ion  s o  t h a t  H2/CO = 1, a n d  i t  i s  t h e n  
supp l i ed  for DME s y n t h e s i s .  I n  t h i s  syn thes i s  s t ep  where  the  reac t ion  (e) 
(H2/CO=1) i s  ach ieved ,  t h e  d i f fe rence  of HWCO ra t io  t o  be ad jus ted  i s  s o  nar row 
i n  compar ison  wi th  t h e  reac t ion(d)  (H2/CO=2) t h a t  t he  equ ipmen t  s ize  a n d  u t i l i ty  
consumpt ion  for  t h e  sh i f t  convers ion  s t ep  a r e  smal le r .  
T h e  e f f luent  from t h e  s l u r r y  r eac to r  i s  cooled a n d  chil led in  o rde r  t o  s e p a r a t e  t h e  
l i qu id  p h a s e  ( DME , CO2 a n d  sma l l  amoun t  of me thano l  and  wa te r )  from t h e  
gaseous  phase  con ta in ing  un reac ted  H2 a n d  CO. Most  o f  t he  s e p a r a t e d  gas  is 
recycled to  t h e  r eac to r .  Because  t h e  one - th rough  reac t ion  r a t e  i s  h igh ,  t h e  
recyc le  r a t io  is suf f ic ien t  a t  1 : l .  Af te r  C 0 2  removal ,  t h e  product  DME is 
ob ta ined  by removing  t h e  impure  w a t e r  and  me thano l  t o  a requi red  level.  
I n  case  of n a t u r a l  gas ,  i t  c an  be  conver ted  to  syn thes i s  gas  of HUCO = 1 by means  
of C 0 2  re forming  a n d  used  t o  the  DME syn thes i s .  

I (UI 
coal bed methane 

condition 

DME production i.P!!!!!o?!.. 
: OME cost 

power genaration cost 

H2/CO=0.5- 1 

. OME 2,500 Vd (oversea) 
' 500,000 k W power plant 

2.2 - 2.9 yen/103 kcal 
8.2 - 9.4 yen/kWh 

... !5.~.!s..bi!ri?n.yen~~ .____________. 

&- 
Fig. 6 DME synthesis from coal derived synthesis gas 

4.2 U s e s  of DME 
It i s  expec ted  t h a t  DME will  b e  in t roduced  a s  a LPG-l ike  home use fuel t o  rep lace  
coa l  a n d  coal b r i q u e t t e  a n d  a s  a n  engine  fuel to  rep lace  t h e  l igh t  oil  u sed  in  d iese l  
eng ines  in  Ch ina ,  Ind ia ,  Indones i a ,  a n d  o the r  heavi ly  popula ted  coun t r i e s  w i th  
r i ch  coa l  resources .  
I n  J a p a n ,  25  mi l l ion  t o n s  of non.coking coal i s  impor ted  t o  J a p a n  t o  be consumed 
i n  e lec t r ic  power p l a n t s .  I t  is forecas ted  t h a t  t h e  f u t u r e  cons t ruc t ion  of more  
coa l .burn ing  power p l a n t s  will  be accompanied by a n  increase  in the  amoun t  of 
coa l  consumed  for  t h i s  pu rpose  t o  57 mill ion tons lyear  by 2005; t h r e e  t i m e s  a s  
much  a s  t h a t  i s  consumed  now.  
In As ian  reg ion  bes ides  J a p a n ,  t h e  e lec t r ic i ty  demand  i s  expected t o  inc rease  a t  
a r a t e  of 7 .8%/year  a n d  t h e  coa l  consumpt ion  for power p l a n t  will be immense  and  
t h e  env i ronmen ta l  po l lu t ion  wi l l  be aggrava ted .  
A concept  of a s y s t e m  i n  which  coa l  i s  gasified and  conver ted  to  DME a t  coa l  mine ,  
t h e n  t r a n s p o r t e d  t o  f ina l  consumpt ion  a r e a  a s  J a p a n  for use  i n  e lec t r ic  power 
p roduc t ion  h a s  been  c r e a t e d  as shown i n  F igu re  7 .  Th i s  sys tem would provide  t h e  
following po ten t i a l  bene f i t s  i n  compar ison  wi th  t h e  convent iona l  coal flow. 
A t  coal mine  , [ l ]  coa l  i s  p r e p a r e d  to  reduce  t r anspor t a t ion  cos ts  a n d  provide 
a s s u r a n c e  of suf f ic ien t  qua l i t y ,  b u t  coal p repa ra t ion  would be unnecessa ry  and  
a l l  could be used  effectively.  [2] I t  would be possible t o  use  low qua l i ty  coal,  for 
example ,  l ign i te  coa l  w i th  h igh  moi s tu re  conten t  or in f lammable  coal which  i s  
i n a d e q u a t e  t o  t h e  t r a n s p o r t a t i o n .  [3]Coal bed me thane  produced a s  a byproduct  
of coa l  min ing  i s  gene ra l ly  a n  unexplo i ted  ene rgy  resource .  A s  i t  h a s  a h igher  
g reenhouse  effect  t h a n  CO2, i t s  p roper  t r e a t m e n t  will be necessary .  Al though 
t h e  coa l  bed m e t h a n e  gene ra t ion  var ies  over  t ime ,  i t  could be used  effectively by 
in jec t ing  i t  i n to  t h e  coal gas i f ica t ion  r eac to r  i n  which t h e  me thane  i s  re formed to  
syn thes i s  gas .  

coal bed methane 
(flow of DME power genaration) 
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At  t h e  t r anspor t a t ion  s t age ,  [ l ]  i t  could be hand led  i n  t h e  s a m e  way a s  LPG, SO 
t h e  sh ipping  a n d  rece iv ing  base  equipment  could be s imple ,  and  would produce no 
d u s t .  
In f ina l  Consumption a r e a ,  [ l ]  t h e  use  of t h i s  ash- f ree  c l ean  fuel would e l imina te  
t h e  need  for  desu l fu r i za t ion  a n d  a s h  disposal t r e a t m e n t ,  [2] a s  a gaseous  fue l ,  i t  
would he s u r e  t o  provide  h igh  power genera t ion  efficiency wi th  combined cycle 
Power genera t ion ,  a n d  t h e  problems of providing a coal y a r d  a n d  dea l ing  wi th  a s h  
would be resolved so i t  could be  cons t ruc ted  in  the  suburbs  of c i t ies ,  thereby  
reducing  t r ansmiss ion  power loss .  
4 .3  Cost e s t ima t ion  of DME product ion  a n d  Elec t r ic i ty  from DME burn ing  power 

F igu re  8 shows a n  example  of DME product ion  cos t  ( a t  coa l  mine  a n d  J a p a n  CIF) 
i n  a case  where  equ ipmen t  cos t  var ies  according to  DME p lan t  s ize  wi th  DME 
product ion  of 910 ,000  tons lyea r  a s  a cons t an t  condition. As  t h e  p l an t  s ize  
increases ,  t h e  cos t  of producing  DME fa l l s  t o  t h e  same  level a s  t h e  pr ice  of l igh t  
o i l  a n d  of LPG, whose  cost  i s  forecas t  to  r i s e ,  i n  reg ions  n e a r  coal mine  a t  a 
product ion  r a t e  of 2 ,500  tons lday .  
I n  t h i s  ca lcu la t ion ,  t h e  cos t  of t h e  to t a l  p l an t  for DME product ion  from coal is 
e s t ima ted  t o  be  55 b i l l ion  yen. I f  t he  p l an t  cos ts  climb from 55 bil l ion to 75  bil l ion 
yen ,  a s  shown in  F igu re  7 ,  t h e  DME product ion  cos t  will  be 2.22 yen110 3 kcal to  
2.86 yen110 3kcal a t  t h e  product ion  s i te ,  while t h e  e lec t r ic  power gene ra t ion  cost  
r i s e s  from 8.2 yenlkwh to  9 .4  yenlkwh in  J a p a n .  These  cos ts  of e lec t r ic i ty  would 
be  e i t h e r  equa l  to  or  lower t h a n  t h e  cos t  of coal bu rn ing  power genera t ion .  
4.4 Compar ison  of t h e  Env i ronmen ta l  Load of Coal bu rn ing  a n d  DME burn ing  

The  t o t a l  env i ronmen ta l  load produced be tween t h e  coal product ion  s t a g e  in  coal 
mine  over s ea  a n d  t h e  product ion  of power a n d  d isposa l  of was te  ma te r i a l  i n  
J a p a n  h a s  been  compared .  F igu re  9 shows a r e s u l t  of t h i s  s tudy .  A swi t ch  over to  
DME flow sys tem i s  s u r e  t o  sha rp ly  cu t  t he  env i ronmen ta l  load a s  follows. 

11 The  volume of CO2 emiss ions  would r ema in  a lmost  unchanged.  When coal 
bed me thane  i s  e m i t t e d  in  t h e  a i r ,  i t s  effective u t i l i za t ion  in  t h e  coal gasification 
r eac to r  c a n  
[ 21 No su l fu r  compounds  would be d ischarged  in to  t h e  a tmosphe re  in  t h e  DME 

flow sys t em.  
3 1  As DME does  not  con ta in  n i t rogen ,  t h e r e  would be no fuel NOx. By 

incorpora t ing  den i t r i f i ca t ion  measu res ,  t h e  amoun t  d ischarged  in to  t h e  
a tmosphe re  could be  cu t  t o  approximate ly  119 of t h a t  d i scharged  from a coal 

gene ra t ion  

Power  gene ra t ion  

cu t  20% equ iva len t  to  CO2. 

powered p l an t .  

a s h ,  a n d  no heavy m e t a l  e lu t ion  would occur.  
41 Ash would be d ischarged  a s  mol ten  s lag ,  it.would 
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Fig. 8 Cost estimation of DME production Fig.9 Environmental load of DME flow 
system and coal flow for power generation 

5. S u m m a r y  
If  DME i s  developed t o  t h e  s t a g e  where  i t  i s  a prac t ica l  p roduct  and  i s  t h e n  
d i s t r ibu ted  a s  a n  ene rgy  source  for home use ,  t r anspor t a t ion ,  a n d  e lec t r ic  power 
gene ra t ion ,  i t  will  m a k e  a s ign i f icant  cont r ibu t ion  to  t h e  reso lu t ion  of energy  and  
env i ronmen ta l  p roblems,  no t  only i n  the  count ry  us ing  i t  for t h e s e  purposes ,  bu t  
i n  o t h e r  As ian  coun t r i e s .  
Because  DME i s  no t  a s t a n d a r d  fue l  which i s  a l ready  i n  use ,  i n t eg ra t ed  a l l -  
encompass ing  e f for t s  m u s t  be made  t o  p repa re  for  i t s  in t roduct ion  and  use  from 
t h e  product ion  t h r o u g h  t h e  d i s t r ibu t ion  s t age .  
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INTRODUCTION 
The synthesis of methanol and higher alcohols from mixtures of HZ and CO 

(synthesis gas) is a promising approach to producing high-value fuels and chemicals 
from feedstocks such as natural gas, coal, coke and waste biomass. Slurry bubble 
column (SBC) reactors have been the focus of considerable attention for alcohol 
synthesis because the reactions are highly exothermic. Close temperature control is 
necessary to prevent excessive catalyst deactivation and to achieve high selectivity to 
oxygenates. The technology for producing methanol in a SBC reactor has been 
developed on a pilot scale, and is currently being commercialized [1,2,3]. This work 
has been based on  Cu/ZnO, the conventional, low-pressure methanol synthesis 
catalyst. In addition, laboratory and pilot-plant studies have been conducted using 
cesium-promoted Cu/ZnO catalyst in a slurry reactor for the synthesis of higher 
alcohols [4,5]. Alkali-metal-promoted catalysts for higher-alcohol synthesis have 
evolved from the early work of Anderson and co-workers and Klier and co-workers 
[e.g., 6-91, Unpromoted Cu/ZnO catalysts for methanol synthesis typically are 
operated at about 250°C, and the promoted Cu/ZnO catalysts for higher-alcohol 
synthesis have been evaluated over a temperature range of roughly 250 to 325OC. 

"Zinc chromite", the high-pressure methanol synthesis catalyst, also is a 
promising starting point for the synthesis of higher (C;) alcohols. However, this 
catalyst requires a much higher operating temperature, about 400"C, than Cu/ZnO. 

, The liquids that traditionally have been used to slurry the Cu/ZnO catalyst are not 
thermally stable at this temperature [lo-121. In previous research, a family of liquids 
was identified that are sufficiently stable, thermally and chemically, to be used in a 
slurry reactor with the "zinc chromite" catalyst [lo-131. The objective of the present 
investigation was to explore the performance of an unpromoted "zinc chromite" 
catalyst in three of the most stable liquids, decahydronaphthalene (DHN or 
Decalin@, C10H18), tetrahydronaphthalene (THN or tetralin, C10H12) and 
tetrahydroquinoline (THQ, CgH11N). Unpromoted "zinc chromite" is essentially a 
methanol-synthesis catalyst. It is no longer competitive for methanol synthesis 
with the Cu/ZnO catalyst, which is more active and therefore can operate at lower 
pressures and temperatures. However, when promoted with alkali metals, "zinc 
chromite" can produce substantial yields of higher alcohols, particularly 
2-methyl-1-alcohols such as isobutanol [14-171. These alcohols might serve as 
alternative raw materials for the synthesis of established octane enhancers such as 
methyl tertiary butyl ether (MTBE). Thus, the present study of interactions between 
the unpromoted "zinc chromite" catalyst and the three slurry liquids was intended 
to provide a basis for using of one or more of these liquids as a slurry medium for 
an alkali-metal-promoted "zinc chromite" catalyst. 

EXPERIMENTAL 
The equipment used for this research has been described previously in some 

detail [lo-131. Basically, gases were fed from cylinders through activated carbon traps 
to remove impurities, including metal carbonyls, and then through mass flow 
controllers to measure and control the flow rates. The individual gas streams were 
mixed and compressed to the desired pressure. The compressed gas was passed 
through another activated carbon trap to remove any iron and/or nickel carbonyls 
that may have formed during and after compression. The gas was then fed into a 
300 cm3 stirred autoclave reactor. The reactor was charged with 20 grams of catalyst 
and 80 grams of the slurry liquid. The catalyst was a commercial, high-pressure 
methanol synthesis catalyst (Zn-0312 TI /8) from Engelhard Corporation, which was 
obtained in a reduced and stabilized form. The catalyst contained 60 wt% Zn and 15 
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wt% Cr, with the ZnO and ZnCrzO4 phases detectable by x-ray diffraction. The 
as-received BET surface area was 145 m2/g. The gas leaving the reactor passed into a 
gas/liquid separator containing a cooling coil to control the temperature of the 
separator. The gas then passed through a back pressure regulator, through heated 
lines to prevent condensation and through a wet test meter to measure the gas flow 
rate. Samples of the reactor feed and effluent were periodically diverted to a dual- 
column gas chromatograph containing a Carboxen 1000 column followed by a 
thermal conductivity detector and a Poroplot Q column followed by a flame 
ionization detector. The former system was used to measure the fixed gases, H2, N2, 
CO, COz and H20. The organic species were measured on the second system. 

The autoclave reactor was mechanically agitated to ensure complete 
backmixing, and to ensure that gas/liquid mass transfer did not influence the 
reaction rate. Because the reactor was backmixed, the rates of formation or 
disappearance of the various species could be calculated directly from the inlet and 
outlet compositions and flow rates. The system was operated continuously for 
periods of one to four weeks. All data was taken at steady state conditions. 

A matrix of four experiments was run in each liquid. Two experiments were 
at a temperature of 375"C, one with a Hz/CO ratio of 0.5 in the feed gas and the other 
with a feed ratio of 2. The remaining two experiments were at 325"C, at the same 
two Hz/CO feed ratios. For all experiments, the total pressure was 13.8 MPa and the 
space velocity was about 5000 sL/kg(cat)-hr. 

RESULTS 
Figure 1 shows the fractional conversion of carbon monoxide at each of the 

four operating conditions, in each of the three slurry liquids. The difference in 
conversion between slurry liquids was substantial. At all four operating conditions, 
the ratio of the highest conversion to the lowest was between about 2 and 6. The 
difference in apparent catalyst activity from liquid to liquid was even greater, since 
the actual partial pressures of CO and HZ in the reactor were lower in the high- 
conversion experiments than they were in the low-conversion experiments. The 
CO conversion was lowest in DHN at all four conditions. At three of the four 
conditions, the CO conversion was highest in THN. The exception was at 325°C and 
a H2/CO ratio of 0.50, where the conversion was higher in THQ than THN. 

' 

Figure 1 
Effect of Slurry Liquid Composition on CO Conversion 
35 I 

t 

H./CO Feed Ratio 0.5 2 0.5 2 
<ernperature ("C) 325 325 375 375 

Operating Condition 

The CO conversion generally increased as the H2/CO ratio increased from 0.5 
to 2. The influence of temperature on conversion depended on the liquid 
employed. With THN, "normal" behavior was observed, Le., conversion increased 
substantially with temperature. However, with DHN and THQ, the effect of 
temperature on conversion was small. The reason for this difference in behavior is 
discussed below, in connection with Figure 3. 

Figure 2 shows the concentration of methanol in the outlet-gas from the 
reactor a t  each of the four operating conditions, in each of the three slurry liquids. 
For comparison, the equilibrium methanol concentration at the specified reactor 
temperature, with the specified feed gas, also is shown. 
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Figure 2 
Effect of Slurry Liquid Composition on Methanol Production 

HJCO FeedRatio 0.5 2 0.5 2 
Temperature (“C) 325 325 375 375 

Operating Condition 

Once again, there was a substantial difference in catalyst performance from 
liquid to liquid. At all four conditions, the rate of methanol production was higher 
when THQ was used as the slurry liquid than with either THN or DHN. With the 
exception of the condition at 375°C and H2/CO = 2, the rate of methanol synthesis 
was lowest in THN. At the lower temperature, where the reaction is not as close to 
equilibrium, the effect of liquid composition on the methanol production rate was 
substantial. For example, at Hz/CO = 2 and 325OC, this rate was about a factor of 6 
higher in THQ than in THN and about a factor of 2.5 higher in THQ than in DHN. 

At both temperatures, the methanol concentration generally increased as the 
H2/CO ratio increased, with a given liquid. However, the effect was not as 
significant with DHN as with the other liquids. In fact, at 325°C with DHN, there 
was a slight decrease in methanol concentration as H2/CO increased from 0.5 to 2. 

The methanol production rate decreased with temperature at both Hz/ CO 
ratios in THQ and DHN, reflecting the lower equilibrium concentration at the 
higher temperature. The methanol concentration increased as the temperature 
increased with THN, probably because the reaction was far from equilibrium in this 
liquid, at both temperatures. 

Figure 3 shows that liquid composition also had a pronounced effect on 
reaction selectivity. The oxygenates were mostly methanol, plus some dimethyl 
ether and minor amounts of higher alcohols, primarily ethanol and isobutanol. 
The hydrocarbons were mostly methane, ethane and ethylene, plus lesser amounts 
of higher olefins. 

Figure 3 
Effect of Liquid Composition on Selectivity 
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The most significant difference between liquids was the low oxygenate 
selectivity and high hydrocarbon selectivity in THN, relative to the other two 
liquids. These effects were especially pronounced at 325°C. The oxygenate 
selectivity, which never exceeded 30% in THN, was always a factor of about 3 to 10 
higher in the other two liquids. Moreover, the high CO2 selectivity with THN is a 
direct consequence of the high hydrocarbon selectivity, since "zinc chromite" is an 
excellent catalyst for the water-gas-shift reaction. 

The selectivity to both hydrocarbons and CO2 increased as the temperature 
was raised from 325 to 375OC, for all three liquids. The increase was especially 
pronounced for THQ and DHN since the oxygenate selectivity at 325°C was quite 
high for both of these liquids. In part, this reflects the fact that the methanol 
synthesis reaction is close to equilibriumpin THQ and THN at 375"C, as shown in 
Figure 2. This close approach to equilibrium limited the quantity of methanol, the 
major component of the oxygenates, that could be produced. The oxygenate 
selectivity generally increased as the H2/CO ratio was raised from 0.5 to 2 at constant 
temperature, for all three liquids. 

The different product distributions that occur with the three liquids are 
consistent with the effect of temperature on CO conversion, as noted in connection 
with Figure 1. The primary products with THN are hydrocarbons and COz, and 
there are no significant equilibrium limitations to the formation of these products at 
the conditions of these experiments. Therefore, the CO conversion increases with 
temperature, reflecting the "normal" influence of temperature on reaction kinetics. 
With THQ and DHN, methanol is the primary product at 325°C. The equilibrium 
concentration of methanol decreases with temperature, partially offsetting the effect 
of temperature on reaction kinetics. As a result, the effect of temperature on CO 
conversion with THQ and DHN is relatively weak. 

DISCUSSION 
The chemical mechanism(s) that are responsible for the large differences in 

apparent catalyst activity and selectivity from liquid to liquid are not clear at this 
time. There has been very little detailed information published on the behavior of 
the unpromoted "zinc chromite" catalyst in the absence of a liquid, e.g., in a fixed- or 
fluidized-bed reactor. The problem of comparison is compounded by the fact that 
the present studies were carried out at a much lower total pressure than typically is 
used in a methanol synthesis plant employing the "zinc chromite" catalyst. This 
low pressure probably is characteristic of those that would be used with the 
promoted "zinc chromite" catalyst for higher-alcohol synthesis. However, the 
pressure difference makes it difficult to determine which of the liquids most closely 
approximates "normal" behavior. It is clear that the very low oxygenate selectivity 
that was observed with THN cannot be typical of conventional, vapor phase 
operation. The high hydrocarbon and C q  selectivities of this liquid, coupled with 
the high CO conversions, suggest some sort of liquid/catalyst interaction that 
inhibits methanol synthesis and dramatically increases the rate of hydrocarbon 
formation. 

The methanol-synthesis activity of the "zinc chromite" catalyst in THQ is 
probably greater than the vapor-phase activity, based on the fact that the methanol 
synthesis reaction essentially came to equilibrium at 375°C and a Hz/CO ratio of 2 
with THQ as the slurry medium. This enhanced rate of reaction may be related to 
the ability of secondary amines such as THQ to react with oxygenate and/or 
hydrocarbon fragments on the surface of the catalyst. Analyses of samples of THQ 
taken during and after reactor operation showed that some alkylation of THQ took 
place. Moreover, the alkylation of other amines has been reported to occur over 
various Fischer-Tropsch catalysts during vapor-phase operation, at substantially 
lower temperatures than those used in this research [18-22]. A mechanistic 
understanding of the chemistry of the interactions between THQ and the catalyst 
surface may lead to further improvements in rate and selectivity that can be applied 
to the synthesis of higher alcohols. 

CONCLUSIONS 
The composition of the slurry liquid had a major effect on both the apparent 

activity and selectivity of "zinc chromite" catalyst for the synthesis of methanol in a 
slurry reactor. Tetrahydronaphthalene (THN) does not appear to be a promising 
liquid because it causes low rates of oxygenate formation and low oxygenate 
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selectivities. In contrast, the rate of methanol synthesis was very high in 
tetrahydroquinoline (THQ), and the oxygenate selectivity was good, especially 
considering that the rate of the methanol synthesis reaction was retarded by a close 
approach to equilibrium. 
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ABSTRACT 
An equal mole mixture of methanol and isobutanol produced from syngas would be an ideal for 
the production of MTBE for use as a gasoline additive. The best present day syngas to alcohols 
catalysts and catalyst systems make too much methanol to be economically attractive, with 
typical methanolhobutanol mole ratios of 3 or greater. We have investigated a ZdCr  
commercial methanol synthesis catalyst promoted with potassium and find that it is very 
selective for isobutanol when run under high temperature (> 400 C) and high pressure (>loo0 
psi) conditions due to both kinetic and thermodynamic considerations. Isobutanol rates >lo0 
g/kg-hr are observed with a methanoYisobutano1 mole ratio of 1.9. Surface characterization (via 
ISS and XPS) shows that the surface of the catalyst changes upon reduction and with use. 
Movement of potassium and chromium within the surface and near surface region of the catalyst 
is observed which can be correlated with catalytic performance 

INTRODUCTION 

emissions and increase the octane rating of the fuel. Typical additives that have been examined 
are ethers such as MTBE and TAME and alcohols such as methanol. Methanol can be produced 
from syngas in high selectivity and can be used as an octane enhancer, but addition to gasoline 
can cause problems: the presence of water can cause phase separation and the Reid vapor 
pressure of the mixture is increased, leading to increased emissions from the gas tank. Mixtures 
of methanol and higher alcohols are a better alternative to methanol alone as ethanol raises the 
octane rating of the fuel and higher alcohols act as co-solvents, minimizing phase separation and 
lowering the overall vapor pressure of the additive. For long chain alcohols, branched alcohols 
are preferred over linear alcohols for enhancing the octane rating, whilst linear alcohols are 
preferred over branched alcohols for co-solvency characteristics. Ethers such as MTBE and 
TAME are preferred as additives due to their excellent co-solvent properties, lower volatility as 
compared with methanol and ethanol and their octane enhancing properties. Nonetheless, 
branched alcohols such as isobutanol and its higher homologs would still be of interest in their 
own right or as potential precursors to accepted additives such as MTBE or TAME. 
Alternatively, an equimolar mixture of methanol and isobutanol could be. used as a direct 
precursor for the manufacture of MTBE. 

Higher alcohol synthesis (HAS) catalysts have primarily evolved from modified methanol 
synthesis catalysts. The original methanol synthesis catalysts were based on a zinckhromium 
spinel oxide operated around 400"C, and could tolerate some sulfur impurities in the syngas feed 
[l]. With the advent of effective desulfurization techniques for the syngas, a second generation 
methanol synthesis catalyst was developed, based on a more active copper metal based 
formulation which could operate at substantially lower temperatures (250-300°C) [Z]. In both 
cases, the addition of alkali to the system resulted in the formation of higher alcohols, albeit at a 
substantially lower overall productivity. Other catalyst systems have been developed based on 
molybdenum sulfide (DowRTnion Carbide) [3], supported rhodium metal (Union Carbide) [4] 
and supported CdCo clusters (IFP) [5]. Once again, alkali is commonly added to the 
formulations. An interesting contrast between "modified methanol" catalysts and other systems is 
in the types of alcohols produced: the "modified methanol" catalysts produce mainly branched 
alcohols with a non Andenon-Schulz-Flory (ASF) distribution via an aldol condensation 
mechanism, the major products being methanol and isobutanol. The others produce linear 
alcohols via classical CO insertionhydrogenation. producing the characteristic ASF distribution 
similar to that observed in linear condensation polymerization. 

Higher Alcohol Synthesis, Fuel Alcohols, MTBE, Syngas 

Oxygen-containing hydrocarbon compounds can be added to gasoline to both reduce 

The following major reactions can take place over the catalyst or tube walls: 

715 



Alcohol Formation 

nCO + 2nH2 = CnHzn+lOH + (  n- l )H20  

Hvdrocarbon Formation 

nCO + (2n+l)H2 = CnH2n+2 + nH2O 

Water-Gas-Shift Reaction Eauilibrium 

CO + H20 = C02 + H2 

Boudouard Reaction (CO disurouortionation) 

2 c o =  c + c 0 2  

Catalyst Selection and Testing Protocol 
The catalysts examined here are materials consisting of a spinel oxide support (general formula 
-204, where A = M2+ and B = M3+), promoted with potassium. The spinel itself consists of 
the traditional zinckhromium oxide formulation, modified by the inclusion of excess zinc oxide 
and was obtained from Engelhard Corporation. The catalysts were tested first at low 
temperatures in stainless steel reactor tubes, then at higher temperatures (> 340 "C) in copper 
lined tubes to avoid the Boudouard reaction and hydrocarbon formation, known to be catalyzed 
by stainless steel (Fe, Ni) at these higher temperatures. 

Reaction Mechanism 

formation and hydrogenation. In the copper metal based, low temperature system, carbon-carbon 
bond formation is thought to occur via a classical CO insertion mechanism, followed by 
hydrogenation. In contrast, the high temperature catalysts utilize an aldol condensation 
mechanism to form the carbon-carbon bonds. The aldol reaction can proceed via acid or base 
catalysis. 

The selection of elements other than copper as hydrogenation catalysts is a crucial feature 
of the high temperature formulations. Copper cannot be used as it sinters rapidly above 3 W C ,  
resulting in catastrophic loss in activity. Thus, temperature cannot be used as a lever in a copper 
catalyst system in order to improve alcohol activity. Nonetheless, both kinetics and 
thermodynamics favor HAS at higher temperatures. Methanol synthesis is at equilibrium under 
reaction conditions and higher alcohols are formed by consecutive reactions from methanol, thus 
higher temperatures will accelerate the secondary, higher alcohol forming reactions while the 
equilibrium of the methanol synthesis implies lower methanol concentrations. The net result is a 
considerable improvement in both the rate and selectivity to higher alcohols at higher 
temperatures at the expense of methanol. However, higher temperatures also enhance the 
formation of methane and higher hydrocarbons, so overall catalyst acidity must be carefully 
controlled. Thus alkali addition (in the form of potassium) helps by both providing basic sites 
for higher alcohol synthesis via the base-catalyzed aldol condensation and by neutralizing acid 
sites responsible for hydrocarbon formation. 

The thermodynamic equilibrium for methanol formation dictates that methanol 
concentration grows quadratically with total pressure, while the concentration of higher alcohols 
exhibits a weaker dependence, resulting from kinetic considerations. Thus, pressure does 
increase reaction rate, but is not an effective handle for boosting HAS vs. methanol. However, 
hydrocarbon production is minimized at higher pressures, so total alcohol selectivity should rise. 

RESULTS & DISCUSSION 
Experiments were run in two different reactors. At lower temperatures (5340'C) we used a 
stainless steel tubular microreactor. Low temperature runs were conducted at 12000 GHSV, 
Hz/CO=l and 1000 psig. Most experiments were run in duplicate. 

HAS requires at least two complimentary, yet competing reactions: carboncarbon bond 
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Low Temoerature Omration (UD to 340°C 1: The results are displayed in Table 1 below: 

Table 1 
K-impregnated Zn/CrO Catalysts - Low Temperature Operation 

Temperature ("C) 300 
Potassium Loading 0% K 1% K 3% K 5% K 
%CO2-free MeOH Selectivity 77 57 41 29 
%COZ-free HC Selectivity 20 28 44 52 

b 
\ 

%COZ-free ROH Selectivity I 80 I 72 I 56 I 48 
%COZ-free c2t ROH Selectivity I 3 15 I5 19 
Isobutanol Rate (glkg-hr) I 0 I 0 I 0 I 0 
Total Alcohol Rate (ejkg-hr) I 327 I 197 I 99 73 
Methanol Rate (g/kg-hr) I 318 I 170 I 71 50 
n-Propanol Rate (ejkg-hr) I 4 14 10 I 9 
Hydrocarbon Rate (gkg-hr) 39 40 40 I 43 
9% CO Conversion I 3.6 6.7 5.5 I 3.6 

In all cases, higher alcohol production was low. Isobutanol was observed only for the 
case with the highest potassium loading (5%) at the highest temperature (340 "C). CO 
conversion increased with temperature as expected. Although higher temperatures increased 
methanol, total alcohol and total hydrocarbon activities, higher temperatures also promoted 
hydrocarbon formation at the expense of methanol synthesis. C2+ alcohol selectivity appeared to 
increase from 260 "C to 300 "C, but a further increase in temperature (to 340 "C) did not result in 
a corresponding increase in selectivity, probably due to interference from the stainless steel 
reactor walls. Catalysts impregnated with potassium had higher C2+ alcohol selectivity than the 
bare support at all three temperatures, and C2+ alcohol selectivity increased with potassium 
loading. However, total alcohol rates decreased as the loading of potassium on the catalyst 
increased due mostly to the suppression of methanol synthesis. 

These results led us to believe that even higher operating temperatures would be 
beneficial, provided unwanted side reactions catalyzed by the stainless steel reactor walls could 
be eliminated. Further tests were performed in copper lined tubes. It should be noted that 
reaction rates are not dramatically increased by increased temperatures, rather the product 
distribution between methanotihigher alcohols and hydrocarbons is shifted; it seemed prudent, 



therefore, to explore the use of higher pressures as a means of boosting reaction rates; so 
pressures in excess of IO00 psig were also examined. 

Hieh TemDeratuWHieh Pressure Oueration (400°C and above. UD to 1500 m i d :  The results at 
12O00 GHSV and H$CO = 1 are displayed in Table 2 below: 

Table 2 
K-impregnated Z d C r O  Catalysts - High Temperature Operation 

Catalyst I Unpromoted Spinel 
400 I 400 I 440 I 440 

) I loo0 I 1500 I 1500 I 1000 
u Qrlartivitv I 6 5  I 77 I A? I 77 -< I .  ._ - I  

I 111 236 I 133 I 59 
I nr I *1)1 1 n.l “ 1  1 

~ 

Isobutanol Rate ( a g - h r )  6 13 13 5 
[-BuOH Mole Ratio 13 68 31 36 

ate (gkg-hr) 30 35 94 86 

~ 

The non-promoted catalyst gives mostly methanol and a small amount of isobutanol. 
The total alcohol rate more than doubles when the pressure is increased from IO00 to 1500 psig, 
showing the beneficial effect of pressure on reaction rate. Increasing the temperature to 440°C 
cuts the totoal alcohol selectivity and the methanol rate in half and almost triples the hydrocarbon 
rate. 
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1% potassium promotion does not substantially affect total alcohol selectivity, but the 
alcohol distribution shifts dramatically in favor of isobutanol. Isobutanol rates >I00 gkg-hr are 
observed at the highest operating conditions of temperature and presssure (440°C and 1500 psig) 
with a methanolhobutanol mole ratio of 1.9. Total alcohol selectivities are above 50%. 

Increasing the level of potassium on the catalyst results in an increase in selectivities to 
total alcohols, but a decrease in total alcohol rate. A methanoVisobutano1 mole ratio < 1 (0.54) 
can be obtained for the 3 wt% potassium catalyst at 440°C and loo0 psi, but the isobutanol rate 
is reduced to < 60 g/kg-hr. The 5 wt% material is the most selective for alcohols, but the 
methanol rate has increased and the isobutanol rate has decreased. 

Surface Science Characterization 
Surface characterization (via ISS and XPS) shows that the surface of the catalyst changes upon 
reduction and with use. Reduction under hydrogen (250°C for 4.5 hrs in 1 x 10-7 torr hydrogen) 
induces the migration of potassium to the topmost monolayer resulting in complete surface 
coverage as observed by ion scattering spectroscopy (ISS). X-ray photoelectron spectroscopy 
(XPS) data are consistent with these observations and also reveal that the near-surface region of 
the catalysts consist primarily of zinc oxide. Chromium is observed, and appears to be present as 
potassium chromate or potassium dichromate. 

The used catalysts exhibit a potassium rich surface, but the near surface contains much 
less potassium and again consists essentially of zinc oxide. The chromium now appears to be 
present as chromium(II1) oxide, hydroxide and some chromium metal. These results suggest that 
the active phase of the catalyst is potassium supported on zinc oxide, possibly promoted with 
chromium. 
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Introduction 

Alcohols containing upto five carbon atoms can be added to the gasoline pool to improve the 
octane number without an excessive impact on the environment. The Dow patents [ 1,2] describe 
a promoted molybdenum sulfide catalyst for the production of these alcohols from synthesis gas 
even in the presence of sulfur. Screening studies in our laboratory [3] have indicated that a 
carbon-supported, potassium-promoted cobalt-molybdenum sulfide catalyst yields exceptionally 
good results, in terms of the space-time yield (STY) of each higher alcohol. 

For the purpose of reactor design, it is necessary to obtain a set of kinetic equations for this 
catalyst, to represent the formation rates of the alcohols in a range of realistic conditions for a 
large number of variables. However, the kinetic equations need not necessarily reflect the 
mechanism(s) of the reactions. The present work describes such a set of equations for methanol, 
ethanol, propanol and total hydrocarbons. The range of conditions used to obtain the experimental 
data, and in which the set of equations is valid, was based on the screening study and is 
characterized by: temperature, 300-350°C; total pressure, 400-1OOOpsi; COM2 ratio, 0.5-2; and 
methanol, 0-1.2mllh. A fractional factorial set of_experiments was designed to incorporate this 
large set of pararneters.A Bertytype internal-recyd reactor was used, to ensure that the reaction 
rate corresponded to known (outlet) concentrations of reactants and products. 

Experimental 

The K-Co-MoS/C catalyst was prepared by incipient-wetness impregnation. The catalyst contained 
18wt% Mo with a Co/Mo ratio of 0.34 and a WMo ratio of 1.3. The catalyst was reduced to the 
sulfide form inside the reactor, and thereafter purged in hydrogen. The reactor system is computer 
controlled and all operating conditions can be set by a PC. The system has four lines for gas feed 
and one line for the liquid methanol feed. The 16 factorial experiments were performed in random 
order, so as to make the catalyst age an independent variable as well. An additional, center-point, 
experiment was repeated after every four runs. Product STYs were obtained every 2h, and each 
experiment was conducted for at least 12h. 

ReSUltS 

The products were found to be linear alcohols, and follow an Anderson-Schultz-Flory distribution. 
A detailed examination of the experiments with methanol addition showed (1) that the higher 
alcohols are generated from secondary reactions involving methanol, (2) that a simple 
condensation reaction involving only alcohols can be ruled out, and (3) that the most likely 
process involves CO insertion into a lower-carbon-number alcohol to form a higher alcohol. These 
observations are consistent with the isotopic-labelling results of Santiesteban [4]. 

Based on this reaction scheme, a two-step process was used to obtain the kinetic equations. First, 
simple power-law representations were used to quantify the “gross” rates of formation of each of 
the alcohols (other than methanol) and the hydrocarbons. By the “gross” rate of formation, we 
refer to the total rate of formation, regardless of the fact that some of the particular species may 
react further. Then the rate of formation as actually measured @e. ,  after some of the particular 
species reacts further) would be the “net” rate of formation. Since we assume sequential reactions: 

MeOH + CO - EtOH, 
EtOH + CO - PrOH, 

efc, therefore the “gross” rate of methanol formation is the sum of the “net” rates of methanol, 
ethanol, efc. formation, and so on.) For an alcohol of carbon number n, the power-law rate 
expression included terms for the partial pressures of CO, H,, inert, and the alcohol of carbon 
number n-1, as well as terms for the catalyst age (t), the temperature (T), the pre-exponential 
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factor (A) and the activation energy (E). The general power-law expression used can be centered 
around the center-point values of the parameters as: 

where 

k,, = A, exp[-(E,/R)(l/T - l/Tcp)l (1b) 

Here the subscripts I and cp denote inert and a center-point value respectively. Note that a power- 
law expression for methanol, for which n= I ,  was not obtained in this fust step. Because methanol 
is used as a reactant in many of the NW in this work, the rate of formation could be positive or 
negative, and a simple power-law model cannot be used for this purpose. For the other alcohols, 
the best tit of the power-law models yield values of A,, E,, ~d,,. and h, as shown in Table I. 
Further, a statistical analysis of the results indicated which parameters were statistically significant 
for each product.These parameters are identified in Table I. 

These parameters were then used in the second step, where a Langmuir-Hinshelwood-type rate 
expression was used for each product, incorporating only the statistically significant parameters 
for each product. Now a methanol rate expression can be written, incorporating both forward- and 
reverse-reaction terms to allow for net rates of formation or net rates of reaction.Kinetic rate 
constants, equilibrium constants, and activation energy constants representing each statistically 
significant parameter were obtained by a non-linear best fit of the Langmuir-Hinshelwood-type 
rate expression. The final expressions can be written as: 

Conclusions 

The forms of the final rate expressions obtained imply that, under the present conditions, the rate 
expressions refer to the intrinsic kinetics and are not strongly governed by internal pore diffusion. 
Further, it would appear that the chemisorption of alcohol is the rate-limiting step, and that the 
individual steps of hydrogen cleavage, hydrogenation, dehydration and CO insertion (in the 
overall CO-insertion mechanism) are not rate limiting. 
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ABSTRACT 
Alcohols with carbon numbers ranging from CI to CI were individually blended with unleaded 

test gasoline (UTG-96). All of the alcohol-gasoline blends had the same oxygen mass content. 
The performance characteristics of the blends were quantified using a single cylinder spark 
ignition engine. The knock limiting spark timing was determined by analysis of the third 
derivative of the measured in-cylinder pressure versus crank angle. The engine operating 
conditions were optimized for each (Cr-C5) blend with two different values of matched oxygen 
content. Adding lower alcohols (CI ,C~,C~)  to UTG96 improved knock resistance. Further 
improvement was achieved by increasing the oxygen content of the fuel blend. Blends with 
higher alcohols (C,,C,) showed degraded knock resistance when compared to neat gasoline. 

INTRODUCTION 
Alcohols are being used as fuel blending components to improve unleaded gasoline octane 

quality. Normally, methanol and ethanol are the main blending components [l]'. Addition of 
small amounts of alcohols, with carbon numbers greater than one, improves fuel blend water 
tolerance, material compatibility, and volatility characteristics [2-71. Increasing the alcohol 
content, which also increases oxygen content, up to a certain concentration (when blended with 
gasoline) improves the blends' knock resistance. Further increase in alcohol content does not lead 
to any further improvements in knock resistance [2,8,9]. 
The global objective of the current study is to examine individual alcohols, when blended with 

gasoline, with regard to engine knock. The specific objective is to determine whether the 
improved knock characteristics of an alcohol-gasoline blend is solely dependent on its oxygen 
content or if other factors are involved. 

THE PHYSICAL AND CHEMICAL PROPERTIES 
Selected chemical and physical properties of gasoline and alcohols are shown in table 1. When 

higher alcohols are blended individually with gasoline, larger amounts are needed in the blend in 
order to match the oxygen content of lower alcohols blends, as shown in figure 1. The changes 
in properties of blends with oxygen mass contents of 2.5% and 5.0%, , relative to neat gasoline, 
are shown in figures 2 - 5 .  In general, as the alcohol concentration increases so does the blend's 
specific gravity, as shown in figure 2. Fuel blends with higher alcohols are slightly denser than 
those with lower alcohols for given oxygen mass contents of 2.5% and 5.0%. The energy-mass 
density for each blend is predicted by summing up the mass weighted heating values of the neat 
components[2]. The higher the oxygen content in the blend, the lower its energy mass-density 
value, as shown in figure 3. The decrease in the heating value is almost the same for blends with 
matched oxygen content. The energy-volume density for each blend is computed by multiplying 
its energy-mass density and its specific gravity. Blends with higher alcohols have larger energy- 
volume densities, when compared to those with lower alcohols for the given oxygen mass 
contents of 2.5% and 5.0%, as shown in figure 4. For the Same operating conditions, engines 
burning a stoichiometric mixture need to consume more alcohol-gasoline blend than neat 
gasoline, as shown in figure 5 .  It should be noted that other important properties of gasoline- 
alcohol blends, such as distillation characteristics, reid vapor pressure, and water tolerance, are 
not discussed. 

"specific mvity I 
EnnW-mass density W/m) I 19.931 26.751 30.941 33.221 34.841 - 4 2 9 1  
Energy-volume demity (KJ/cm? I 15.781 21.111 24.861 26.901 28.381 31.87 
Stoichi 

Numbers in parentheses designate references at end of paper. 
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EXPERIMENTAL 
The engine used is a Waukesha single cylinder spark ignition cooperative he1 research engine 

with variable compression ratio. The engine bore and stroke are 3.25 and 4.5 in; respectively, 
giving a displacement of 0.612 L. A DC current General Electric dynamometer is used to motor 
and load the engine. Unleaded test gasoline (UTG-96) and high punty straight chain (n-) alcohols 
are used. Table 2 lists the engine conditions which are held constant throughout this 
investigation. 

temperature (OF ) I I 10 3 
ive humidity (%) I 25 f 4 

Alcohols with carbon numbers ranging fiom CI to CJ are individually blended with unleaded test 
gasoline (UTG-96). The resulting alcohol-gasoline blends have oxygen mass contents of 2.5% and 
5.00/0. For each fuel blend, the compression ratio (CR) is changed from a value of 7, to the high 

degrees crank angle (CA) before top dead center (BTDC) in decrements of 5. 

ANALYSIS PROCEDURE 
For a fixed CR, a polynomial (up to fourth order) in ST is fit to brake thermal efficiency (q) 

values using the least squares method. The fitted polynomial is used to determine the spark 
timing for maximum q. 

The magnitude of the third derivative of the measured in-cylinder gas pressure is used to 
quantify the engine knock strength [IO]. A value of 50 psialCA3 is observed as a maximum 
threshold to characterize a single pressure trace that does not exhibit any knocking. Figure 6 
shows that at low knocking operations, the time-averaged knock strength value is less than the 
threshold value, over a set of consecutively sampled in-cylinder pressure traces for different 
operating conditions (CR,ST). It also shows that the percentage of traces that exhibits knocking 
correlates linearly with the time averaged knock strength over that range. This linear relation is 
used to calculate values of time averaged knock strength that corresponds to a range of traces 
that exhibit knock. 

For a fixed CR, a polynomial (up to fourth order) in ST is fit to the time-averaged knock 
strength values using the least squares method. The fitted polynomial is used to determine the 
spark timing for a range (5-20%) of traces that exhibit knock. 

The intersection of the knock limiting spark timing curve ,and that of maximum q, identifies an 
optimum operating point (ST,CR), as shown in figure 7. The line of maximum BMEP is shown 
as well. Another operating point of interest is that of the maximum possible CR within the tested 
range. This is the point of intersection of the 5 CA BTDC spark timing line with the knock 
limiting spark timing curve. 

RESULTS AND DISCUSSION 
For the investigated CR range, all blends with 2.5% and 5.0% oxygen content have higher 

maximum q values as compared to neat gasoline, with the exception of ethanol-gasoline blend 
with a 2.5% oxygen content, as shown in figures 8 and 9. The increase in brake thermal efficiency 
with increased alcohol content is attributed to the fhster burning rate, and higher cylinder 
pressure, than those of neat gasoline [2,11]. Detailed thermodynamic analysis of the power cycle 
is required to explain the improvement in q values for all blends and, specifically, the degradation 
for the ethanol-gasoline blend with 2.5% oxygen, 

Figures 10 and 11 show the knock limiting spark timing at different compression ratios for 5% 
traces exhibit knocking. The CI to Cg alcohol-gasoline blends show a wider range of operation 
relative to neat gasoline. On the other hand, higher alcohol (C+Q)-gasoline blends show 
degraded knock resistance when compared with neat gasoline. These trends are common for the 
2.5% and 5.0 % oxygen blends. 

In order to quantify each blend’s knock resistance characteristics, the areas under the curve in 
figures 10 and 11 are computed and compared to that of neat gasoline, as shown in figure 12. 
Adding lower alcohols (CI,Q,G) to gasoline hae improved knock resistance. Ethanol-gasoline 
blends show the highest knock resistance improvement (- 20%-35 %). On the other hand, blends 
with higher alcohols (c4,cJ) show degraded knock resistance, when compared to gasoline. The 
pentanol-gasoline blend shows the highest knock tendency (-30%-60%). For the 5.0% oxygen 

knock limiting value in increments of 0.5. The spark timing (ST) is varied from a value of 30 to 5 4 
I 

r 

1 2 4  
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blends, both the improvement and degradation trends of knock resistance are more pronounced 
when compared with the 2.5% oxygen blends. 

For an engine operating at optimum conditions, the improvement in the values for q and CR for 
different blends, relative to neat gasoline, are shown in figures 13 and 14 respectively. For the 
2.5% oxygen blends, the methanol-gasoline blend shows the highest improvement in q (-2%). 
The ethanol-gasoline blend, however, has the highest improvement (4.0%) for q when compared 
with the 5.0% oxygen blends. Blends with higher alcohols (C4,CS) have degraded q values, with 
the exception ofbutanol-gasoline blend with 2.5% oxygen. For the 5.0% oxygen blends, both the 
improvement and the degradation trends for the q values are more pronounced, when compared 
with the 2.5% oxygen blends with the exception of 2.5% oxygen butanol-gasoline blend. The 
slight improvement in q value for the butanol-gasoline blend with 2.5% oxygen, is attributed to 
the blend’s higher q value when compared to gasoline at the same CR value. Both 2.5% and 
5.0% oxygen ethanol-gasoline blends show the highest improvement (- 2.5% and 10.0%, 
respectively) in optimum CR value, when compared with matched oxygen content blends. 

For an engine operating at the maximum possible CR and ST of five degrees BTDC, all blends 
(with the exception of pentanol-gasoline blends) show improvement for the values of q and CR 
relative to neat gasoline, as shown in figures 15 and 16 respectively. For the 2.5% oxygen blends, 
methanol-gasoline blends show the highest improvement in q (4%). On the other hand, the 
propanol-gasoline blend has the highest improvement in q (-7.5%), when compared with the 
5.0% oxygen blends. For the 2.5% oxygen blends, the ethanol-gasoline blend operates at the 
highest (-15%) CR value and the methanol-gasoline blend operates at the highest (-20%) CR 
value among the 5.0% oxygen blends. 

CONCLUSIONS 
Adding lower alcohols (CI ,C~,C~) to unleaded test gasoline improves its knock resistance f7om 

8% to 20% for blends with a 2.5% oxygen mass content, when compared to neat gasoline. The 
knock resistance is further improved (20% - 35% compared to gasoline) by increasing the oxygen 
content of the blend to S.O%. Ethanol-gasoline blends show the highest knock resistance 
improvement (- 20% - 35 %) among all tested blends. 

higher alcohols (C,,C$) show degraded knock resistance when compared to 
gasoline. Pentanol-gasoline blend exhibits the highest knock tendency, - 30% more, than 
gasoline for 2.5% oxygen blends. The knock tendency is hrther promoted (-60% more than 
gasoline) by increasing the oxygen mass content in the blend to 5.0%. 

All tested alcohol-gasoline blends have a higher brake thermal efficiency than neat gasoline 
operating, when compared at the same compression ratio, with the exception of ethanol-gasoline 
blend with 2.5% oxygen mass content. 

For an engine optimized for maximum brake thermal efficiency and knock limiting operating 
conditions, (CI,C~,C~) alcohol-gasoline blends operate at higher efficiency (- 2% for CJJTG 
2.5% 0 2  and -6% C2-UTG 5.0% 02) when compared to neat gasoline, due to its higher optimum 
compression ratio. Ethanol-gasoline blends show the highest improvement in optimw> 
compression ratio (-2.5% for 2.5% 02 and -10.0% for 5.0% 02). 

For an engine optimized for knock limiting operating conditions and five degress BTDC spark 
timing, (C1,C2,C3) alcohol-gasoline blends operate at higher efficiency (- 4% for CI-UTG 2.5% 
O2 and -7.5% C J J T G  5.0% OZ), when compared to neat gasoline, due to their higher 
compression ratios (1520%). 

Detailed thermodynamic analysis of the power-gas exchange cycle is required to explain the 
improveddegraded trend of different blends. 
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ABSTRACT 
A strong solid acid prepared by impregnation of sulfated zirconium hydroxide 

with iron nitrate and manganese nitrate was tested for conversion of n-butane, propane, 
and ethane in a packed bed flow reactor at 4O-45O0C. At 40°C, the predominant reaction 
of n-butane was catalytic isomerization (with disproportionation). Propane and ethane 
reacted at 200°C, each of these alkanes being converted predominantly into butanes. The 
Occurrence of n-butane isomerization at temperatures <200DC suggests that the catalyst is 
strongly acidic, and the observations of butane formation from propane and from ethane 
are consistent with chemistry analogous to superacidic solution chemistry, but not to the 
exclusion of conventional strong-acid catalysis. The catalyst appears to offer good 
prospects for low-temperature butane conversion, although it deactivates rapidly. If acid 
catalysis were to be applied for propane and ethane conversion, more active catalysts 
would be needed. 

INTRODUCTION 
Environmental concerns are leading to the replacement of aromatic hydrocarbons 

in gasoline by branched alkanes and oxygenated compounds such as methyl tert-butyl 
ether. The ether is produced from the reaction of methanol with isobutylene, and the 
latter can be formed from n-butane by isomerization followed by dehydrogenation. 
Alkane isomerization reactions are catalyzed by very strong acids such as aluminum 
chloride supported on alumina, which has the disadvantages of being corrosive and 
expensive to dispose of. Thus, there is a need for improved catalysts and processes for 
the isomerization of n-butane and other straight-chain alkanes. Propane and ethane, 
which are present in natural gas, could also in prospect be converted by acid catalysis, 
giving valuable higher-molecular-weight hydrocarbons and liquid fuels (I), but practical 
catalysts for such conversions are lacking. 

Researchers have long been searching for strong solid acids that are noncorrosive 
and active enough to activate light alkanes at low temperatures. A good candidate is 
sulfated zirconia, which catalyzes isomerization of n-butane at temperatures as low as 
25OC (2). The addition of iron and manganese promoters increases the activity of sulfated 
zirconia for n-butane isomerization by three orders of magnitude (3). The discovery of 
such a highly active acidic catalyst has provided a good opportunity to explore the 
reactions of light alkanes at low temperatures. Our goals were to investigate the 
reactivities of ethane, propane, and n-butane with iron- and manganese-promoted sulfated 
zirconia (FMSZ), emphasizing low conversions to allow investigation of the reactivities 
of these alkanes under conditions of the simplest possible chemistry. Here we summarize 
new and published results for reactions of these alkanes with FMSZ and, for comparison, 
with zeolites. 

EXPERIMENTAL 
FMSZ was prepared by stepwise incipient wetness impregnation from sulfated 

zirconium hydroxide (Magnesium Elektron, Inc.) that was impregnated with iron and 
manganese nitrate solutions. The impregnated material was calcined at 650'C. The 
weight percentages of iron, manganese, and sulfur in the catalyst were determined to be 1, 
0.5, and 1.8 %, respectively. 

Before each reaction experiment, the FMSZ in flowing Nz [30 mL(NTP)/min] was 
heated from 20 to 45OOC at a rate of 7.1°C/min, and the temperature was then held at 
45OOC for 1.5 h. Reactions were carried out in a once-through plug-flow reactor at 
atmospheric pressure and temperatures in the range of 4O-45OoC. Some experiments were 
also conducted to characterize the reactivities of propane and of ethane in the presence of 
HZSM-5 and USY zeolite. 

RESULTS 
Conversion of n-Butane. In the presence of FMSZ. n-butane was converted 

catalytically into i-butane, propane, i-pentane, and n-pentane at temperatures <2OO0C. 
The selectivity for i-butane formation was >95% for n-butane conversions <IO%. The 
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overall n-butane conversion and the conversions of n-butane into products as a function 
of time on stream in the temperature range of 40-lOO0C are characterized by a break-in 
period followed by a period of rapid deactivation. The molar ratio of propane to 
pentanes approached a value of about 1 at 4OoC. after about 25 h on stream. The initial 
( 5  min time on stream) rate of n-butane conversion at 75OC and 0.0025 atm n-butane 
partial pressure was 4x10-* mol/(s. g). 

Conversion of Propune. The gas-phase products formed from propane in the 
temperature range of 200-3OO0C with FMSZ were methane, butanes, and pentanes. The 
conversion of propane was characterized by an initial break-in period followed by a 
declining period. The initially formed products were mostly methane and butanes. The 
selectivity to butanes increased with time on stream initially and then declined slowly, 
with the selectivity to pentanes increasing. The selectivity to methane simply declined 
with time on stream. At 25OoC, the number of turnovers per sulfate group was greater 
than 1 after 16 days of operation. At temperatures >300°C, the only gas-phase products 
observed were methane, ethane, ethene, and propene. The rates of formation of methane 
and ethene were approximately the same at low conversions. The initial (5  min time on 
stream) rate of propane conversion with FMSZ at 2 5 0 T  and 0.01 atm propane partial 
pressure was 3x10-10 mol/(s . g). 

USY zeolite was active in converting propane into propene, methane., and ethene 
only at temperatures >4OO0C. At a propane conversion of 0.1%, the products observed 
were methane, ethene, and propene. Because the experiments were not run long enough, 
the number of turnovers (per Al site) was less than I .  

Conversion of Ethane. In the presence of FMSZ, the products observed for 
ethane conversion were Hz, methane, ethene, and butanes; at 2OOOC the products were 
predominantly butane and ethene. Selectivity to butanes decreased from 30% (at 0.01% 
conversion) at 200OC to 1G?? (at 0.1% conversion) at 400OC. In the temperature range of 
20O-35O0C, the conversion to butane, ethene, and methane decreased with time on stream. 
At temperatures >35OoC, the conversion to butanes decreased with increasing time on 
stream, but the conversion to ethene and to methane decreased and then increased with 
time on stream, followed by another declining period (Fig. I). H2 was observed only at 
temperatures >4OO0C; its rate of formation was characterized by an initial increase, 
followed by a slow decline with time on stream. Because experiments were run for only a 
few hours, the number of turnovers (per sulfate group) was less than 1. The initial (5  min 
time on stream) rate of ethane conversion in the presence of FMSZ at 45OOC and 0.2 atm 
ethane partial pressure was 4x104 mol/(s . g). 

With HZSM-5, ethane was converted into ethene in the temperature range of 300- 
45OoC; butane and methane were also formed, but only at temperatures >400°C. In 
contrast, ethene and Hz (at nearly the same rates) were formed from ethane in the 
presence of USY zeolite at temperatures >300°C, and traces of butane were sometimes 
observed at 45OOC. Conversion of ethane with either of the zeolites decreased with time 
on stream. 

The initial ( 5  min on stream) selectivities observed for FMSZ, HZSM-5, and USY 
zeolite at low ethane conversions, 45OoC, and 0.2 atm ethane partial pressure are 
summarized in Table 1. At about 0.1% conversion, FMSZ is characterized by the lowest 
ethene selectivity (94%). whereas USY zeolite is characterized by the highest (99%). 
Butane formed with a selectivity of 4.1% with FMSZ and 1.8% with HZSM-5; it was 
not observed for USY zeolite, except for a trace at 0.3% conversion. At 4OOOC and an 
ethane conversion of O.l%, the selectivity to butane with FMSZ was lo%, whereas the 
selectivity to butane with HZSM-5 was negligible. 

DISCUSSION 
AIkane Reaction Datu. The data allow a rough comparison of reaction rates and 

product distributions for conversions of relatively unreactive alkanes in the presence of 
several strong solid acid catalysts, namely, FMSZ, HZSM-5, and USY zeolite. The 
product distributions obtained at low conversions provide some insight into the reaction 
mechanisms and how the reactions were initiated. 

Because the rates of n-butane conversion with FMSZ were high, the butane 
conversion data demonstrate catalytic reactions. However, the rates of propane and of 
ethane conversion with FMSZ and with the zeolites were much lower than that of butane 
conversion, and catalysis was not demonstrated for these reactions. 

729 



Carbenium Ion Reuclions. Classical acid catalysis of alkane conversion involves 
reactions of carbenium ions, C&,,+l+, which can be formed by protonation of alkenes or 
hydride abstraction from alkanes, In the presence of FMSZ, the low-temperature (40- 
1 OOOC) n-butane conversion data are consistent with such chemistry, whereby C4H9+ 
reacts with butene (formed by dehydrogenation of butane) to give C8H17+, which 
rearranges and undergoes j3-scission to give isobutylene, which then undergoes 
protonation and hydride transfer to yield i-butane (4-7). The observation of a nearly 1 to 
1 molar ratio of propane and pentanes suggests the occurrence of stoichiometric 
disproportionation, involving the C8H17+ intermediate. A question still remains about 
how the cahenium ion and the butene may be formed at low temperatures with FMSZ. 

With FMSZ, the data for propane conversion in the temperature range of 200- 
3OO0C are also consistent with classical carbenium ion reactions. Propene formed by 
dehydrogenation of propane can react with the secondary carbenium ion C3H7+ to form 
C6H13+, which reacts with propene to form C9H19+. which then rearranges and 
undergoes j3-scission to give butene and Cd11+. Butene would undergo protonation and 
then hydrogen transfer to form butane. 

At temperatures >3OO0C, the observed formation of butane from ethane in the 
presence of FMSZ, HZSM-5, or USY zeolite could also be explained by carbenium ion 
chemistry, with butane being formed by reaction of C2Hs+ and ethene. However, the 
chemistry now involves a highly unstable primary carbenium ion, and one would expect 
the reaction to form butane from ethane to be more than the observed two or three orders 
of magnitude slower than that of propane. 

Thus, the results raise the question of whether there is more to the chemistry than 
carbenium ion reactions. The suggestion of very strong acidity raises the possibility of 
the involvement of carbonium ions. 

Carbonium Ion Reuclions. The reactions involving the formation of penta- 
coordinated carbonium ions, CnH2n+3+, which can be formed by protonation of alkanes, 
occur in superacidic solutions (1). This non-classical chemistry has been invoked to 
explain zeolite-catalyzed cracking of alkanes at low conversions (8). According to a 
simplified picture of the chemistry, a zeolite catalyst at a temperature of approximately 
5OOOC protonates alkanes to give carbonium ions, which collapse to give alkanes + 
carbenium ions or H2 + carbenium ions. Thus, the observations of H2 in this work 
suggests the occurrence of such chemistry. 

In the temperature range of 40-1OO0C, the n-butane data observed with FMSZ are 
consistent with carbonium ion and oligocondensation chemistry, whereby n-butane is 
protonated to form C4Hll+, which collapses to give H2 and C4H9+, which reacts 
(undergoes oligocondensation) with n-butane to form CsH19+; C a 1 9 +  then rearranges 
and collapses to yield i-butane and C4H9+. 

At temperatures <3OO0C, the propane and ethane conversion data observed with 
FMSZ are also consistent with the hypothesis that oligocondensation occurs. C2H5+, 
formed from protonation of propane, followed by cleavage to give methane, could react 
with propane to form C5H13+, which would collapse to give methane and C4H9+, which 
would abstract a hydride to form butane. Similarly, ethane could be protonated to form 
C2H7+, which would decompose to give H2 and C2H5+ or methane and CH3+; C2H5+ 
would then combine with ethane to form CQHlI', which would be deprotonated to give 
butane. 

Thus, the results mentioned in the preceding two paragraphs are consistent with 
both carbenium ion and carbonium ion chemistry. However, the occurrence of simple 
stoichiometric dehydrogenation of ethane observed with USY zeolite at low conversions 
is explained only by a carbonium ion mechanism. Ethane is presumably protonated to 
form C2H7+, which decomposes into H2 and C2H5+, which is deprotonated to form 
ethene, giving a 1 to 1 molar ratio of H2 to ethene. 

Similarly, propane is protonated to form C3H9+, which decomposes into H2 and 
C3H7+ or methane and C2Hs+. Propene and ethene are formed after deprotonation of 
C3H7+ and C2Hs+, .respectively. The nearly equal rates of formation of methane and 
ethene from propane in the presence of FMSZ suggest the occurrence of carbonium ion 
reactions rather than carbenium ion reactions at low conversions. 

Similarly, with HZSM-5 (9), the n-butane data at about 500OC are consistent with 
the hypothesis that C4Hll+ is formed by protonation of n-butane. At low n-butane 
conversions, the observation of nearly equal rates of formation of H2 and of butenes; of 
methane and of propene; and of ethane and of ethene with HZSM-5 provides further 
evidence of the Occurrence of the carbonium ion mechanism. 



I 

I 

However, we emphasize that once alkenes are formed, carbenium ion chemistry 
takes over because alkenes are readily protonated, and the classical carbenium ion 
reactions are much faster than those involving protonation of alkanes. 

Chemistry ofdlkutie Conversiotis. Thus, in summary, the data for light alkane 
reactions in the presence of solid acids are consistent with chemistry analogous to that 
occumng in superacidic solutions, provided that conversions are low. As conversions 
increase, alkenes are increasingly formed via carbonium ion reactions, and classical 
carbenium ion reactions dominate. The implication is that carbonium ion chemistry 
appears to play a role in initiation of light alkane conversions with strong solid acids. The 
lower the temperature at which an alkane is to be activated, the stronger is the acid 
required; thus, the data suggest that FMSZ may be much more strongly acidic than the 
zeolites. 

However, the chemistry involving FMSZ and alkane conversions is still not fully 
elucidated, in part because the roles of Fe and Mn are not well understood; the reactions 
of light alkanes at low temperatures may not be entirely acid-catalyzed. Although there is 
no evidence in the high-temperature product distribution data of any enhancement in 
dehydrogenation activity of sulfated zirconia resulting from addition of iron and 
manganese to sulfated zirconia, these promoters may act as catalysts (10) or redox 
initiators (1 1) to produce alkenes, which would then be protonated to form carbenium 
ions and kick off the conventional catalytic cycles. Alternatively, the promoters may be 
catalytically involved in alkane conversions as they may somehow increase the acidity of 
the sulfated zirconia, so that it is capable in protonating alkanes at low temperatures. 

CONCLUSIONS 
In the presence of FMSZ at 4OoC, n-butane was catalytically isomerized into I -  

butane and disproportionated into propane and pentanes. Propane and ethane reacted to 
give butane with FMSZ at 200OC; however, the rate of ethane conversion was about 2 to 
3 orders of magnitude less than that of propane conversion, which is 3 to 4 orders of 
magnitude less than that of n-butane conversion. At temperatures >3OO0C and in the 
presence of FMSZ, HZSM-5, or USY zeolite, these alkanes are inferred to be protonated 
to form carbonium ions, which then collapse to give smaller alkanes or H2 and (after 
deprotonation) alkenes. The comparison of the product distributions for ethane and for 
propane conversion suggests that there is no evidence of enhancement in dehydrogenation 
activity of sulfated zirconia resulting from incorporating Fe and Mn. The chemistry by 
which these alkanes are converted in the presence of FMSZ is complicated; both classical 
carbenium ion and non-classical carbonium ion mechanisms seem to contribute to the 
products observed, and the roles of Fe and Mn promoters are not yet resolved. 
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Figure 1. Conversion of ethane into ethene, butane, and methane with FMSZ at 450OC 
Feed ethane partial pressure = 0.2 atm, inverse space velocity = 3.7~105 (s . g)/mol. 

Table 1. 
FMSZ, HZSM-5, and USY zeolite at 0.2 atm ethane partial pressure and 45OOC. 

Comparison of initial selectivity4 for ethane conversion in the presence of 

~ ~ ~~~ 

10-5,-- 
Inverse space Ethane Normalized 

Solid acid velocity, Conversion, % Selectivity, % 
(s . g)/mol 

Methane Ethene Butane 
~~ 

FMSZ 1.83 0.38 3.4 89.7 6.9 
FMSZ 1.14 0.29 2.6 91.1 6.3 
FMSZ 0.46 0.13 1.7 94.2 4.1 

HZSM-5 0.28 0.11 0.9 97.3 1.8 

USY zeolite 7.32 0.30 1.7 96.8 1.5 
USY zeolite 1.83 0.08 0.7 99.3 0 

OData taken at 5 min on stream. 
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INTRODUCTION 

Recently a new family of very selective and active olefin double bond shift catalysts was 
discovered (1). These catalysts have potential value for increasing the octane of petroleum 
components both directly (B-position olefins generally have far higher octane value than a- 
olefins) and indirectly (improved input to alkqlation units leads to higher octane product). 
This family of catalysts consists of one metal from the first row of the transition metals 
(typically iron or cobalt), one metal from the lanthanide series (typically cerium or 
praseodymium) and a relatively small amount of one noble metal (typically palladium). The 
multimetallic catalysts (e.g. Fe:Ce:Pd, 1: 1:O.l) have some catalytic Propeaties of each parent 
material. For example, FeCePdGmfoil has selectivity (excellent) similar to FeCelGrafoil, 
but high activity similar to that of PdGmfoil, a material with poor selectivity. 

The following model was proposed to explain the unusual activity and selectivity of the 
multimetallic catalysts (1). Fmt, the particle surfaces are ‘compound’. They consist 
primarily of ‘alloy’ transition metal-lanthanide metal zones, but there are also postulated to be 
small zones of unalloyed noble metal. Second, each zone on the surface performs a different 
chemical function, and these functions add together to yield highly active and selective 
catalysts. Specifically, the alloy zone selectively isomaizeS the 1-butene, and the noble 
metal zone provides hydrogen atoms via ‘spillover’ to allow this process to take place at a 
high level of activity. This model was shown to be consistent both with the known 
mechanism of bond shift and with information regarding hydrogen spillover. 

Recent results support the above hypothesis. For example, it was shown that a physical 
mixture of the two components (ag. FeCdGrafoil and WGmfoil) is as much as an order of 
magnitude more active than the sum of each component tested separately for 1-butene 
isomerization. The synergism also resulted in dmmabcally improved selectivity (2). It was 
also found that physical mixtures showed sh’ong synergism for selective conversion of 
butadiene to butene (3). 

The.% are not the first reports of physical mixtures demonstrating synergistic catalytic 
properties. Two models exist to explain synergism of physical mixtures. The classic model 
is the ‘polyfunctional catalyst model’ (4), and the second is the hydrogen spillover model 
(5). The earlier results strongly support the hydrogen spillover model. Indeed, it is difficult 
to identify an intermediate between 1-butene and 2-butene. Such an intermediate is required 
for the ‘polyfunctional catalyst’ model. Moreover, as discussed in earlier papers (2,3) the 
improvement in selectivity found in all cases and the ‘limit’ on synergism found in the 
hydroisomerization of butadiene are clearly consistent with the spillover hypothesis, but 
difficult to explain using any alternative model. 

The present study was an attempt to test for spillover leading to synergism in segregated bed 
reactors. Specifically, the present work was designed to test the hypothesis that hydrogen 
spillover will lead to synergism in packed bed reactors with two stages, a graphite supported 
noble metal section and a graphite supported FeCe section. Synergism was found, but 
surprisingly the bed order was found to significantly impact the results. 

EXPERIMENTAL 

-hnique (1,6). GTA-grade Grafoil (Union W i d e )  is a moderately high 
surface area (22 m2/gm), high purity, graphitic material (7). More detail on the catalysts is 
available elsewhere (1-3). 

-. The bond shift in 1-butene was studied using a differential Pyrex microreactor 
operated at 1 atmosphere pressure (8). Reaction gas was purchased from Matheson and 
mixed with rotameters to yield areaction gas with 2% butene, 18% hydmgen, and helium as 
balance. Analyses were done using a 6840 Hewlett Packard gas chromatograph equipped 
with a TC detector, a packed column containing carbopac CY 0.19% picric acid obtained 
from Supelco. In all studies intended for the purpose of cornping levels of activity total 
conversion was kept to less than 12% in order to justify the ‘differential reactor’ 
approximation. 

’ n. Two catalysts, FeCdGrafoil and WGrafoil, were prepared via the 
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In order to test the impact of physical mixtures on catalytic activity and selectivi physical 
mixtures containing different absolute amounts and different relative amounts o y m h  
material were required In each case a sektion of 2 mg of WGrafoil mixed with 18 mg of 
unloaded Grafoil was placed in the reactor. Variable amounts (zem to seventy mg) of 
FWGrafoil were also placed in the reactor. Caution was taken to assure that the two beds 
were firmly in contact, but not mixed. In this configuration the reaction mixture encountered 
Fece/Gr first. Beds with the components loaded in the opposite order, so that the reaction 
gas encountered the WGr first, were also tested. Next, all the catalyst material was reduced 
in flowing hydrogen at 400 C for four hours. A h  cooling the reaction gas mixture was 
added and the system allowed to stabilize. 

RESULTSlDISCUSSION 

In previous work (2,3) many relevant control studies were reported, including the impact of 
Grafoil addition on catalytic behavior (very minor), the activity of FeCdGrafoil@ ?e 
absence of any metal (extremely low at tempaatures of interest) and the initial achvlty of 
noble metal only. This last ‘control’ was repeated in the present case as well. That is, the 
activity and selectivity of a bed consisting of 18 mg of Grafoil and 2 mg of WGrafd at 373 
K was determined after 15 minutes or less on stream. 

The next studies were designed to determine the activity and selectivity of beds with noble 
metal on top (first contact with feed mix) and to contrast this with the activity/seIectivity of 
beds in which the alloy fraction is on top and the noble is on the bottom (at reactor exit). 

The behavior of systems in which the noble metal is on the bottom are easy to explain. Each 
addition of FeWGrafoil resulted in a significant increase in measured activity (Figure 1). 
As the FWGmfoil in the absence of noble metal has barely any activity at the tem-s 
employed, these results indicate synergism. In all likelihood hydrogen atoms generated on 
the noble metal surface diffuse ‘upstream’ and activate FeCe in the ‘upper bed‘. 

It should be noted that the data shown in Figure la (except for the WGrafoil only case) was 
collected after the catalysts had been on stream for between two and five hours. In all 
instances this was found to correspond to a period in which the overall activity of the bed 
declined relatively little (Figure 2). In most cases the activity dropped by less than 10% 
during this period. 

Selectivity data for the case of the platinum bed on bottom is shown in Figure l b  and it is 
clear that the selectivity demeases as the activity synergism increases. This is different than 
that observed previously for well mixed beds with the same net catalyst composition (2). In 
those studies selectivity was found to improve with each increment of Fece/Grafoil. A 
possible explanation for the surprising impact of bed 
pass through a bed of noble metal prior before 1eavingTmctor. Platinum may be a better 
catalyst for converting 2-butenes than 1-butene. In contrast, in a well mixed bed much of the 
2-butene formed on FeCe may not encounter platinum before leaving the reactor. 

Defining synergism in beds in which the noble metal is on top is more difficult. In all cases 
deactivation was rapid. AAer one hour on stream the catalysts bed had lost more than 35% 
of their initial activity in most cases, after two hours activity loss approached 50% and the 
decline in activity continued rapidly t h e .  Thus, at present no plots of activity or 
synergism are available. 

In sum, it is clear that the present work demonstrates that synergism is found in integral bed 
reaCtorS, contahimg segregated beds of platinum and FeWGrafoil. The nature of the 
synergism is a function of several factors, including the relative placement of the beds. In 
the event that the platinum is on top the overall deactivation rate is rapid This can be fully 
explained by the deactivation of platinum. Apparently platinum at the bottom of a bed of 
FeCe is protected from deactivation and the spillover process continues for a far longer 
mod of time A F d  finding is that the overall selectivity of segregated beds is diffmnt 
tban that of well mxed beds of the same composition. A third finding is that there appears to 
be a limit to the ‘reach’ of spillover. That is, the degree of activity enhancement per gram of 
FeCe appears to gradually diminish as more FeCe is added 
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INTRODUCTION 

The United States g e n m  about 45 million tons of hydrocarbon waste, over 7 million tons of residual oil waste, 
and 73 million tons of waste paper per year. The approximately 25 million tons of plastic waste generated are 
discarded after use and end up in sanitary landfills. With existing recycle efforts, only 4% of the waste plastics 
are reused. Waste plastics occupy about 21% by volume of U.S. landfills. Currently, the disposal of these wastes 
represents not only a significant cost (S 3 billiodyear) but also concerns such as loss of a valuable resource, a 
health hazard, and pollution resulting from conventional disposal methods, such as lan&illing and incineration. 

Through the efforts of the U.S. Department of Energy at the Pittsburgh Energy Technology Center and 
Hydrocarbon Technologies, Inc. (HTI), a new and promising application for direct liquefaction has been found. 
This application involves the combined processing of random waste plastics and waste hydrocarbons with coal 
andor petroleum residuum to produce clean transportation fuels and to recover the starting chemicals used for 
production of new plastics. HTI’ CoPro Plusm process refers to the combined processing of coal with other 
h y d r h o n  feedstocks. Historically this has consisted of various petroleum-derived heavy oil feedstocks; however 
more recent work has included waste plastics and used rubber tires. The coal feedstocks used are those typically 
utilized in direct coal liquefaction: bituminous, subbituminous, and lignites. Petroleum-derived oil is typically a 
petroleum residuum, containing at least 75 W% material boiling above 524°C. The waste plastics and tires are 
those colleaed by municipal recycling programs. The feedstocks are combined and processed simultaneously with 
the dual objective of liquefying the solid feed and upgrading the residuum 60m either the liquefied solids or 
petroleum oil to lower boiling (< 524°C) premium products. The new approach of the combined processing of 
organic wastes with coal and/or heavy petroleum resid shives to: 

0 

0 

Enhance domestic resources 

Direct organic waste away from landfills. 
Produce valuable products, basic and intermediate chemicals, and fuels 
Solve existing environmental problems created by current disposal methods 
Reduce refmery waste oil pond and land fill inventones 

- Supplant oil and fuel supply imports 
- Reduce energy consumption through recycling 
- Improve the trade balance - Create a new industry and U.S. jobs 

HTI’s investigation of the co-processing technology has included work performed in laboratow scale (20 cc 
microautoclave and a -stage continuous stirred tank system equipped with one liter reactors), bench scale (25 
kglday throughput) and PDU scale (4 tondday throughput) operations. In a continuous operation the waste 
plasticdused tires feedstock and the coal feedstock would be prepared separately and.combined with the oil 
feedstock to form a slurry immediately prior to hydroconversion. The products are then separated downstream 
and the light oils are sent to an in-line h y d r o W  for further upgrading. HTI’s approach to coaVoil co-processing 
has traditionally used a two-stage reaction system with either extradate catalyst in both reactors or more recently 
a combination of a dispased and a supported catalyst in the reactor stages. Current work has been performed with 
dispersed catalyst in both reactors eliminating the need for handing a supported catalyst. In-line hydrotreating 
of the light oil proctuaS have produced a naphtha fraction with sulfur and nitrogen levels less than IO ppm, which 
is below current US requirements for transportation fuels. 

PROCESS DESCRIPTION 

HTI CoPro Plusm process (Figure I) entails co-liquefaction of organic wastes with coal and/or oil is a liquid 
phase hydrogenation process that takes place at temperatures of about 4 2 5 T  and pressures of 15 MPa. Under 
these conditions, lage molaules are cracked, hydrogen is added and sulfur, nitrogen, and chlorine, etc. are easily 
separated and m e r e d  after umvmicm to their basic hydrogenated form. Also, because the process is contained 
under pressure, all gases and inert components can be captured and reused if desired. Additionally such a 
q m s i n g  approach is very energy efficient, with efficiencies of greater than 80%. Co-liquefaction of random 
waste organic materials with coal provides for the efficient recovery and recycle of problem wastes back hb the 
-YasP*-V- ‘on h k  and feedstocks for virgin plastics. Direct liquefaction is also applicable 
to the conversion and liquefaction of densified solids refuse derived fuels (RDF), formed 60m municipal and 
indusbial wastes and automobile shredder residue (ASR). On a conversion to transportation fuel basis the recycle 
and wnversion of waste plastics, waste oils, tires and organic wastes with only 50% of the waste being recovered 
shows that this process can supplement 10% of the United States’ daily transportation fuel re+mmb: 
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Per Y a  Oil Equivalent Million 
BarrelsNear 

Plastics 
Used Waste Oil 
Rubber Tires 
Other Organic 

Total 

TotalwithCoal(1:l) 
Total at 50% Waste Recovery 

* Passenger Tire Equivalents 

3.5 Million Tons 
1.4 Billion Gallons 
350 Million PTE* 
34.4 Million Tons 

200 
33 
8 

212 

453 

806 
453+ 

+About 10% of daily U.S 
Transportation Fuel Use 

A techno-economic analysis for a site specific waste/coal direct liquefaction plant at 10,000 bbls/day adjacent 
to and integrated with an oil refinery with random waste delivered to the plant shows an average required selling 
price at zero acquisition cost and at 15% ROI of about $16.00 per barrel. If tipping fees are included and if high 
value plastic feedstocks are recovered, the price could be less than $14hbl and is cost effective today. This selling 
price will be in the competitive range by the end of this century, even with a + $20/ton acquisition cost, 
paaiculariy if the envin~nmental cost benefits of recycling are included. The current national average tipping fee 
is $28/ton for landfilling and $54/ton for incineration. 

EXPERIMENTAL 

The results from continuous bench-scale operations at HTI, conducted during 1995-96 as a part of the Proof-of- 
Concept Bench Option Program, which is co-sponsored by the U.S. Department of Energy, are discussed in this 
paper. These bench-scale operations, which were c o n d u d  at a nominal thrpoughput of about 3 Ibh  and spanned 
over a period of 75 days, studied the coprocessing of waste plastics (kom curb-side recycling in Northern NJ) 
with sub-bituminous coal (Wyoming Black Thunder mine) and petroleum resid (California Hondo-VTB). The 
bench-scale tests were carrid out using HTl's proprietary &-based dispersed slurry catalyst in hydroconvenion 
reactors. The dispersed slurry catalyst employed was a combinatlon of HTl's proprietary iron catalyst and 
Molyvan-A. Between 1000-5000 ppm of iron and 50-100 ppm of molybdenum were used for continuous co- 
liquefaction operations. The highlights of the reactor configuration included a two-stage hydroconversion reactor 
system, an interstage high pressure separator and an in-line fixed-bed hydrotreater. The overall schematic of the 
d i p r a t i o n  for bench-scale testing was similar to that showed in Figure I for the HTI CoPro Plus" process. 

RESULTS AND DISCUSSION 

The reaction operating parameters, in tams of relative severity index for each operating condition, are presented 
in Table 1. The process performmce discussed is that actually achieved at these operating conditions. The basis 
for the economic evaluation is defmed by previous work and the assumptions described below and the process 
performance has been adjusted accordingly for this comparison. These conditions were carried out using a 
combination of dispersed sluny catalysts, based upon iron and molybdenum. 

Typical feed conversions @ased on the solubility of pressure filter solids in quinoline), obtained during 
eqdibrium periods are presented in Table 1. As can be seen the feed conversions (W% maf feed) varies kom 
96.1 to 99.9 W% maf. The lowest conversion is for those conditions that contain coal as part of the feed. The 
d t i o n s  without coal are both over 99Wh maf feed conversion. This indicates that little or no char (quinoline 
insoluble material) was formed in the reactors. The 524"C+ residuum conversion varies from 82.7 to 84.0 V/. 
maf feed. Comparing the oil only condition to the OiVplastics condition shows an increase in the residuum 
conversion. Not surprisingly, the addition of plastic to the coaVoil condition also results in an increase in 
residuum conversion. The upgrading of the oil only results in a C4-524°C distillate yield of 76.0 W ?  maf feed. 
The addition of coal decreases the distillate yield by 6.3%. The addition of plastic to either of these conditions 
increases the distillate yield; though, more dramatically for the coaYoil condition than for the oil only condition. 

Extremely significant to this comparison of process performance is the effect of plastic addition on hydrogen 
consumption. Not only does the addition of plastic to either oil only operation or coaYoil operation improve 
performance it also decreases hydrogen consumption. This is due to the plastic feed having a much higher 
relative collcentration of hydrogen than either the coal or oil feedstock, 1 1.42 W? or 1.70 WC atomic ratio for 
the plastic as compared to IO. 13 W% or 1.45 WC atomic ratio for the oil and 4.5 W? dry basis or 0.77 WC 
atomic ratio for the coal. The tight gas yield, C,-C,, also indicates the positive impact of adding plastics to either 
oil or coaVoil processing. Oil only operation results in a light gas yield of 5.0 Wh MAF feed; coaVoiI co- 
processing raises this by 2.4%. The addition of plastics to oil only operation decreases light gas yield by 0.7% 
and coaVoil co-processing by 2.1%. Plastics not only reduces the total hydrogen consumption but also uses it 
more efficiently in producing liquid and not gas products. 
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Figure 2 depicts the significant effect of waste plastics upon reducing the light gas-make and hydrogen 
consumption in heavy resid conversion or in codoil coprocessing. The overall quality of the light distillate 
products (Table 2) has also been excellent. The separator overhead product (SOH) coming out of the in-line 
hydrotreater are of premium quality with API gravities as high as 50 and WC atomic ratios close to 2.0. The 
nitrogen and sulfur contents of the SOH product are very low (below 15 ppm sulfur and 1 ppm nitrogen), as 
shown in Table 2 ,  It is also clear from Table 2 that the addition of waste plastics either to heavy resid feed alone 
or to a mix- of coal and heavy petroleum resid, results in a substantial increase in the API gravities of the light 
d i d a t e  product; the lightest boiling naphtha (IBP-177°C) fraction also increases noticeably upon the addition 
of MSW plastics to the feed, The increase in the percent aromatic character of the SOH distillate during 
Conditions employins waste plastics in the feed can be attributed to the monomers of styrenic polymers present 
in the MSW plastic mixture. 

The economic evaluation studies were based on construction of a fully-integrated grass-roots commercial 
coaI/oil/pIastics co-liquefaction complex to manufacture fmished gasoline and diesel fuel liquid products. 
Byproduas l7om the complex include propane and butane, as well as elemental sulfur and anhydrous ammonia. 
The co-liquefaction plant in the complex is a multi reactor-train facility, and the total feed processing capacity 
has been selected assuming the construction of maxhum-sized heavy-walled pressure vessels to cany out the 
co-liquefaction reactions. Coal and waste plastics required in the co-liquefaction plant are prepared on site, and 
storage is provided for the oil received. Unconverted feed plus residual oil from the co-liquefaction plant are 
gasified to meet a part of the hydrogen requirements of the complex. Part of the fuel requirement is met by the 
waste pmcess gases. Natural gas is imported to meet the remaining fuel requirements and to satisfy the remainder 
of the hydrogen requirements. 

The costs and operating requirements of the other process facilities and the off-sites have been estimated from 
the Bechtel Baseline Design Study, which was developed for the Department of Energy. Total plant costs have 
been adjusted to a cwerd year time frame with construction at a US Gulf Coast location. The Bechtel Baseline 
Design Study also provided the economic criteria and financing model used in this evaluation. A four-year 
construction period was assumed, followed by an operating project life of 25 years. Capital costs including 
working capital were depreciated over a ten-year period, using straight-line depreciation. A federal tax rate of 34 
pacent was assumed for the life of the project. Feed costs and product selling prices were inflated at an annual 
rate of 3 percent. Labor and maintenance staffmg requirements and wage rates were developed based on the 
Baseline Design. Catalyst and chemicals costs were calculated for each plant within the complex, as factored 
from the Baseline Design. The results of the economic analyses are reported in Table 3. 

The most significant criteria reported is the equivalent crude oil price. This concept was developed by Bechtel 
in their Baseline Design Study, and modified slightly for use in this study. From analysis of published data, a 
melation was found between crude oil and product prices, depending on the specific product and the price of 
the product. Relationships were developed for the ratio of the prices of crude oil to the price of the wholesale 
f ~ s h e d  products (gasoline and distillate fuel oil). For a givcn product slate and product cost, multiplying the 
product cost by the ratio produces the equivalent crude oil price. This is the price that crude oil on the world 
market would minimally need to sell at for the proposed facility to have a 15% rate of return on the invested 
equity. The addition of plastic to either the coaVoil or the oil only feedstock decreases the equivalent crude oil 
price by 6.07 - 6.71 dollarsharrel. The OiYplastics operation in this grass-roots plant achieves an extremely low 
value of 20.48 dollarshamel, putting it nearly in the range of economically commercializing. 

The liquid products from these coprocessing operations were clean and good feedstocks for the r e f ~ g  
operations, including hydrokeating, reforming, and hydrocracking. For these distillates, heteroatoms could be 
easily reduced, $needed; also, beaer FCC gasoline yields require less hydrocracking capacity for coal liquids than 
petroleum.These distillates made acceptable blendstock for diesel and jet fuel, due to their high cetane number 
(42-46) and high naphthenes (over 50 v%) content. The superior quality of distillate products from HTI's 
coprocessing runs (attributable to HTI's in-line hydrotreating operation) was found to fetch a three-dollar 
premium over the neat petroleum liquids. 

CONCLUSIONS 

Co-processing of waste plastics with either oil only feedstock or codoil feedstock results in a significant 
improvement in process performance. Total feed conversion is enhanced as are 524'C+ residuum conversion 
and C4-524'C distillate yield. The addition of waste plastics to the feed increases hydrogen efficiency as both 
hydrogen consumption and C,-C, light gas yield decrease. Co-processing of plastics with oil reduced the 
equivalent nude oil price required to have a 15% rate of return on equity to 20.48 dollarshamel. This puts the 
technology in the reach of immediate commercialization with either a small increase in world d e  oil prices or 
minor improvements in the technology to further reduce the product cost. 
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TABLE 1: Performance Comparison - Yields 
Oil CoaYOil CoaYOil Oil 

/Plastics Plastics 
Feed Composition, W% 

coal 0 33.3 0 

Oil 100 50 33.3 50 
Plastic 0 50 0 33.3 50 

Relative Severity Index, S T U *  
First Stage 0.78 0.98 1.08 0.90 
Second Stage 1.07 1.28 1.47 1.19 

Process Performance.W% maffeed 

1 

Feed Conversion' 99.9 96.1 96.7 99.7 
C,-524"C Distillate Yield 76.0 69.7 73.9 76.2 
5 2 4 T i  Conversion 83.3 82.7 83.7 84.0 
Hydrogen Consumption 172 4.21 3.17 1.35 
C,-C, Gas Yield 5.00 7.37 5.31 4.31 

*The relative severity index (STTU) is based upon a standard severity index of I .O at a space velocity 
of 800 kglb/m3 each reactor and a temperature of 440°C. 

TABLE 2: Performance Comparison - Quality 
Oil Coal/Oil CoaVOil 

Plastics 
Feed Composition, W% 

coal 0 50 33.3 
Plastic 0 0 33.3 
Oil 100 50 33.3 

IBP-177°C 39.6 42.1 52.4 
177-343°C 52.1 50.9 40.7 

SOH Distillate, ASTM D86, W% 

343"+ 8.3 7.0 6.9 

Gravity, 'MI 49.0 46.1 46.3 
wc Ratio 1.99 1.96 1.90 
Nitrogen, ppm 32.2 15.5 17.9 
sulfur, PPp! 96.9 52.7 46.2 
%Aromattcity 7.25 17.82 23.49 

SOH Quality 

Oil 
Plastics 

0 
50 
50 

53.4 
41.7 
4.9 

51.0 
1.97 
5.4 
17.5 
14.89 

TABLE 3: Economic Comparison (12,000 tonslday total feed) 
Oil Coal/Oil CoaVOil Oil 

Plastics /Plastics 
Feed Rate 

Coal, tons/day 0 6,000 4,000 0 
Oil, barreldday 66,730 33,365 22,243 33,365 
Plastics, tondday 0 0 4,000 6,000 

Liquid Products, barreldday 
Gasoline 15,148 14,339 15,192 15,328 
Diesel Fuel 36,787 34,822 36,896 37,225 
Total 51,935 49,161 52,088 52,553 

Total Plant Investment, $MM 1,945 2,379 2,078 1,733 
Net Operating Cost, $MWn 566.8 561.4 486.1 449.7 
Net Product Cost, $/barrel 33.22 34.76 28.41 26.05 
Equivalent Crude Oil Price, 27.19 28.70 22.63 20.48 
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Figure 1. Simplified Schematic of HTI’s CoPro PlusM Process 
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Approximately 275 million scrap tires are produced in the United States 
annually. Most of these tires are not being recycled. At best, they are an expensive 
nuisance. At worst, they cause significant air, water and soil pollution. 

The typical modern tire is composed of a complex inert organic matrix into which 
several inorganic species have been impregnated to enhance the performance of the 
tire. Any potential uses of the scrap tires, other than simple (and expensive) reshaping 
of the physical appearance of the tires, must deal with these inorganic species and the 
C-C bonding network, both at the molecular level. The Wertz Oxidative Molecular 
Bombardment at Ambient Temperature (WOMBAT) process attacks the tires at this 
level. The final product of the WOMBAT process is referred to as tire-derived particles 

Shown in Figure 1A is the wavelength dispersive x-ray spectrum (WDXRS) of a 
scrap tire. The peaks in a WDXRS may be related to the presence of an element in the 
sample by a combination of Bragg's law and Moselevs law, Le., Z, = 1 + 
{n/[Z~d,,,Q~sin8]}; where Z, is  the atomic number of element J, n is the order of the 
reflection, d,,, is the d-spacing of the crystal monochromator, and 28 is the angle at 
which the peak P, (caused by element J) appears in the x-ray spectrum of the sample. 
The K, and K, peaks for zinc (first, second, and third order reflections), the K, and K, 
peaks for calcium, and the K, peak for sulfur are clearly discernible in the spectrum, 
along with the peaks from the exciting radiation -- chromium. Shown in Figure 18 is 
the WDXRS of TDP which has been produced by the WOMBAT solvent in the closed 
reactor, indicating that the zinc and sulfur originally contained in the tire have been 
reduced to e the lower limit of detection for each element in the TDP. 

The intensities of the peaks due to different elements (eg. zinc and sulfur in this 
WDXRS) may not be directly compared to evaluate the relative abundances of these 
elements without extensive absorption-enhancement corrections being applied to the 
intensity of the K, peak characteristic of each element. However, the peak intensity 
of the K, and/or K, peaks in the WDXRS of this sample and in subsequent samples 
may be used to estimate the change in abundance of that element in a series of 
samples of similar composition. These WDXRS analyses may be made at least semi- 
quantitative via comparison to a series of external standard curves containing the 
element(s) of interest dispersed into a matrix which is similar to that of the TDP. 
Studies to develop the appropriate absorption-enhancement corrections for zinc and 
sulfur in a high carbon matrix are on-going. 

A two-step process for converting scrap tires to more useful material is being 
developed in our laboratory. This process involves the use of oxidizing solvent(s) at 
ambient conditions to separate the scrap tire into (a) steel belts, (b) polymeric cords, 
and (c) chunks of black solid which have irregular sizes and shapes. These chunks of 
black solid are the subject of part two of the WOMBAT process, which involves further 
reaction of the black solid with an oxidizing solvent. The result of process step two is 
a pulpy material which may be easily washed, dried, and ground into particles. 

The partial compositions (measured by gas chromatography) of two samples of 
TDP and a sample of the rubbery part of an untreated tire are compared in Table 1. 
This comparison shows that the WOMBAT process reduces the carbon, sulfur, and 
hydrogen abundances, while significantly increasing the oxygen abundance. The 
results also shown that the largest changes in the carbon and oxygen abundance 
occur when the process was carried out in an "open" container; i.e., where an infinite 
supply of atmospheric oxygen and of moisture were present. However, when the black 
chunks were subiected to the WOMBAT process in a closed system for a much shorter 

VDP). 
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period of time, the resulting changes in the carbon and oxygen abundances were much 
reduced. Under these conditions, the resulting TDP is principally carbon (ca. 75%), but 
it also contains a considerable amount of oxygen (ca. 13%). Studies are currently 
underway to determine the effect of reaction parameters on the carbon/oxygen ratio 
produced in the TDP. The sulfur content of the TDP was reduced to 0.8%, while the 
nitrogen content was increased to 2.6%, when the chunks were reacted in the closed 
WOMBAT container. Studies are currently being conducted to determine the effect(s) 
of reaction time and other parameters on the sulfur and nitrogen abundances in the 
resultant TDP. 

All of the results discussed below were obtained from the sample produced in 
the closed container (TDPA). 

13C NMR indicates the absence of aromatic carbons in the WOMBAT TDP. 
After minimal grinding, the TDP range in diameter,from 1-100 pm and have 

highly irregular surfaces. 
The WOMBAT particles produce a high temperature ash which is 2.4% of the 

original weight of the TDP. The principal components of the ash are zinc, calcium, 
iron, and titanium, as shown in Figure 2. 

The WOMBAT TDP has been evaluated as a fuel. Shown in Table II is its specific 
heat compared to that of other, more conventional, fuels as measured in our 
laboratory using conventional oxygen bomb calorimetry. Our analyses indicate that 
the specific heat of the WOMBAT TDP is considerably higher than that of bituminous 
coal. When combusted in our entrained flow thermal reactor at 650°C far an extended 
period, there is no measurable production of soot from the TDP. 

The TDP may be mixed with materials of lesser fuel value to produce synthetic 
fuel blends. Shown in Figure 3 are the specific heats measured for a series of mixtures 
containing the TDP mixed with sawdust. The linear relationship between composition 
and heat content (R2 = 0.996) indicates that such a mixture may be predesigned to 
produce a synthetic fuel blend of preselected specific heat. Combustion of such a 
mixture offers significantly reduced SO,(g) in the effluent gas and significantly less ash 
than produced by combustion of typical bituminous coals. Combustion of such a 
mixture also offers a useful method for utilizing, and thus not landfilling, two nuisance 
solid wastes -- scrap tires and sawdust. 

Experiments with mixtures containing municipal garbage, wood shavings, and 
other low fuel content solids are on-going. 

In addition, preliminary tests indicate that the TDP are capable of extracting 
some metal ions and some anions from water. Shown in Figure 4 is  the WDXRS of a 
TDP which has been treated with a solution containing CdCI,. New peaks indicating 
the presence of both Cd(ll) and of CI- are easily discernible, indicating that the TDP has 
sequestered each from an aqueous solution. Experiments designed to evaluate and 
then exploit these capabilities of the TDP are ongoing. 

Preliminary evaluation of the TDP as a component for inclusion in specialized 
polymeric matrices has recently been initiated. 
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TABLE I. PARTIAL COMPOSITION O F  THE TDP COMPARED TO THE COMPOSITION O F  
THE UNTREATED TIRE. 

6 

ELEMENT SAMPLE 
TIRE TDPA TDPB 

C 82.4% 76.3% 48.3% 
H 7.8% 2.8% 4.6% 
S 2.0% 0.8% 0.4% 
N 0.5% 2.6% 3.8% 
0 2.4% 13.5% 33.9% 

120000 - 
100000 - 

A The process was conducted in the enclosed WOMBAT reactor for 72 hours. 

B The process was conducted in a flask which was exposed to atmospheric conditions 
for 168 hours. 

I 

TABLE II. COMPARISON O F  THE SPECIFIC HEAT O F  THE TDP TO THE SPECIFIC HEAT 
OF OTHER FUELS USING OXYGEN BOMB CALORIMETRY. 

FUEL SPECIFIC FUEL SPECIFIC 
HEAT HEAT 
(kJ/g) ( W )  

bituminous coal 23 
sub-bituminous coal 21 
lignite 19 

WOMBAT TDP 32 

sawdust 18 
wood chips 18 
garbage 16 

150000 - 

140000 1 

- 1  I I I I I I I 1 1 - 1  
10 a0 30 40 SO 60 70 BO SO 100 110 

BRAPHITE WOHOCHROMATOR ANBLE 

Figure 1. WDXRS of (A) a scrap tire, and (B) TDP produced from the tire. 
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WDXRS of the high temperature ash produced from the TDP. 
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Specific heats of some TDP-sawdust mixtures. 
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Figure 4. WDXRS of TDP treated with an aqueous solution of CdCI, . 
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INTRODUCTION 

One of the main functions of government is to invest tax dollars in programs, projects, and 
properties that will result in greater social benefit than would have resulted from leaving those tax 
dollars in the private sector or using them to pay off the public debt. One traditional area for 
investment by government is R&D. According to Battelle, U.S. R&D expenditures reached $164.5 
billion in 1994, and federal support represented $69.8 billion (42.4%) of the total (1). If invested 
wisely, these tax dollars can lead to greater social benefit than would be obtained by leaving them 
in the private sector or using the money to pay off the federal debt. However, if not invested 
wisely, this could result in less than optimal social benefit or, even worse, in less social benefit 
than could be obtained from the other two options. The purpose of this paper is to describe an 
approach to analyzing and selecting investment opportunities for federal money in public R&D 
programs and valuating expected private sector participation in the programs and to apply this 
approach to a specific biomass-toethanol R&D opportunity. 

BASICS OF INVESTMENT ANALYSIS 

For all investment situations there are five basic variables: (1) costs; (2) profits or benefits; 
(3) time; (4) the discount rate; and (5 )  risk. In the analysis of investment alternatives for a given 
situation, the alternatives under consideration may have differences with respect to costs and 
profits or benefits, project lives, and uncertainties. If the effects of these factors are not quantified 
systematically, correctly assessing which alternatives have the best potential is very difficult. 

Many methods are available to decision makers to systematically evaluate investment 
options. These methods, described in detail in a variety of books and articles (2). include present, 
annual, and future value; rate of return; and break-even analysis. The application of each method 
depends on whether the analysis is for a single opportunity, two mutually exclusive opportunities, 
or several non-mutually exclusive opportunities. For the single opportunity situation, the decision 
maker is simply trying to decide if the single investment option meets a minimum expected 
financial return. For the mutually exclusive situation, the decision maker has two investment 
options and is trying to decide whether the options meet the minimum expected financial return, 
and, if both do, which is the best choice. For the non-mutually exclusive situation, the decision 
maker has several investment options and is trying to decide which of these meets the minimum 
expected financial return, and, of those that do, which combination of these will provide the 
maximum return on total investment dollars available. 

One must be careful in applying rate of return analysis to mutually exclusive and non- 
mutually exclusive situations. If one simply calculates the rate of return for each alternative and 
then chooses the alternative or alternatives with the largest rates of return, this can, and often does, 
lead to the wrong choice. The correct application of rate of return analysis to either situation is 
known as incremental rate of return and can be very tedious and time consuming, and one must 
take extra steps to account for differences in project lives. Net present value (NPV) is the tool of 
choice for evaluating mutually exclusive or non-mutually exclusive investment options because it is 
much less time consuming, is straightforward, does not require additional steps or considerations 
for projects with different lives, allows direct comparison between projects of widely differing 
objectives and scopes, and allows a rational approach to valuating private sector participation in 
public programs. 

NPV APPROACH TO NON-MUTUALLY EXCLUSIVE INVESTMENTS 

A non-mutually exclusive investment situation is one where more than one investment 
option can be selected, depending on available capital or budget restrictions. The objective is to 
select those projects that maximize the cumulative profitability or benefit from the available 
investment dollars. To maximize the cumulative profitability or benefit, the decision maker selects 
the combination of projects that maximize the cumulative net present value. 

To apply NPV to non-mutually exclusive alternatives, the NPV for each alternative is 
calculated by determining the present value of the profitmenefit stream calculated at the minimum 
rate of return (hurdle rate) and subtracting the present value of investment dollars and other costs, 
also calculated at the minimum rate of return. 

Net Present Value (NPV) = Present Value Revenues @ i* 
- Present Value Costs @ i* 

i* = minimum rate of return 

I 
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If the project NPV is zero, there is enough revenue or benefit to cover the costs at a rate of 
retum that is equal to the minimum rate of return required by the investor. Projects with an NPV 
less than zero are dropped from further consideration because their rate of return is less than the 
minimum required return. If the NPV is greater than zero, the NPV represents how many present 
value dollars will be returned to the investor above and beyond those that will be returned at the 
minimum rate of retum. Once the NPV for each project is calculated, the decision maker looks at 
all possible combinations of projects to determine which combination (whose total investment does 
not exceed the amount of money available) has the largest cumulative NPV. This is the best 
possible investment portfolio. Often, selecting the best portfolio does not involve selecting 
projects with the largest individual project net present value and does not necessarily involve 
selecting projects with the highest rates of retum. 

If one is faced with the daunting task of selecting an investment portfolio when there are 
dozens of investment options, an alternate method may be used to simplify the process. Growth 
rate of retum or ratio analysis may be used to rank non-mutually exclusive alternatives rather than 
cumulative NPV analysis (2). Large companies and government programs are often faced with the 
task of evaluating literally hundreds of potential projects. Many combinations of projects must be 
analyzed to determine the optimum group of projects that will maximize the cumulative NPV for a 
given budget. The use of growth rate of return or ratio analysis only requires the calculation of the 
respective values for each project and then ranking the projects in the order of decreasing values. 
The illustration of these concepts will not be demonstrated here, but the reader should be aware of 
these methods to evaluate a complex investment portfolio. 

GOVERNMENT INVESTMENTS 

Converting Intangible Benefits and  Costs into Dollar Values 

A basic tenant of this paper is that to make rational investments of pubic dollars one must 
have some approximate, quantitative idea of the value of critical costs and benefits. Moreover, as a 
practical matter, it is essential that the measure of value be the same for both costs and benefits so 
that direct comparisons between costs and benefits can be made. The most universal measure of 
value is the dollar. In the private sector this is the measure of cost and benefit. In the public 
sector, particularly with respect to R&D programs, it's the established measure of cost. However, 
on the benefit side, there is no established measure of value. The authors contend that the dollar 
should be the measure of benefit so that direct comparisons can be made with costs and so that the 
established and the well recognized investments analysis methodology described above can be 
employed in the public sector. 

In many cases converting benefits and costs to dollars is fairly straightforward. For 
example, a key benefit that the U.S. Department of Energy (DOE) is interested in is reducing 
imported petroleum. The dollar value of the yearly benefit can easily be calculated from the present 
and projected price of petroleum (3). As another example, it is possible to estimate the net annual 
increase or decrease in jobs that results from introducing new technology. In addition, it is fairly 
straightforward to place a dollar value on these jobs (4). Other possible costs and benefits are 
environmental and social, which are more difficult to quantify. Nevertheless, the U.S. 
Environmental Protection Agency has studied these issues carefully and has given dollar estimates 
of health costs associated with various types and levels of pollution. 

Minimal Rate  of Return for Public Projects 

Establishing a minimal rate of return for public projects requires some special 
considerations, which have been reviewed extensively by Terry Heaps (5 )  for Canadian public 
projects. He concluded that the correct social discount rate for Canada was 3-7%. In another 
study performed by Wilson Hill Associates (3) a discount rate of 7% was used for Projects 
evaluated for the Office of Transportation Programs in DOE. 

SELECTING PUBLIC R&D PROGRAMS AND VALUATING EXPECTED 
PARTICIPATION BY T H E  IMPLEMENTING INDUSTRY 

SPECIAL CONSIDERATIONS FOR NON-MUTUALLY EXCLUSIVE 

Commonly, a government R&D program is initiated without the private sector, but the 
private sector is expected to "come on board" at some point to carry the ball forward into the 
commercial arena. For these situations, the government and the private sector make investments in 
R&D and technology commercialization in order to obtain what each desires-social benefit in the 
case of government, and profit in the case of the private companies. 

Analysis of the value of these programs demands answers to three questions: (1) What 
portion of the R&D cost can the private sector incur and still obtain its minimum retum from 
implementing the technology?; (2) When this private sector cost allowance is subtracted from the 
total estimated cost to carry out R&D so as to obtain an estimate of the R&D cost that must be 
borne by government, is the estimated government R&D cost justified given the expected social 
benefit from implementing the technology?; and (3) If the answer to questions 2 is positive, does 
the program represent one of government's best opportunities for its limited investment dollars? 

746 



The NPV approach to investments provides the answer to all three questions. For example, 
to answer the first question one calculates the industry NPV. To do this, one estimates over 
time the capital and operating costs the industry at large will incur to implement a new technology 
and, using the average minimum interest rate for the industry, calculates the present value of these 
costs to industry at the initial time of commercialization. One also estimates over time the present 
value at the time of commercialization of the expected increased revenues or savings the industry 
should experience from implementing the technology. Subtracting the present value costs from the 
present value revenues gives the industry NPV at the time when commercialization is expected to 
begin. If the NPV is negative, the industry cannot afford to contribute to the R&D effort and 
cannot afford the capital andor operating costs of commercialization. As a result, it will not “come 
on board” and the government should drop consideration of the program. If the industry NPV is 
zero, industry cannot afford to contribute to the R&D costs, but can afford the capital and operating 
costs to implement the technology. In this situation the government will have to incur all the R&D 
costs in order for industry to adopt the technology. If the industry NPV is positive, the 
government can expect the industry to participate in the R&D costs at a level equivalent to the 
NPV. This participation may be provided in the form of cost sharing or through licensing 
arrangements. 

To answer the second question, one calculates the government NPV. To do this, the 
expected social benefits are estimated over time and dollar values are assigned. Then the present 
value of these benefits is calculated at the time the program was initiated using the social discount 
factor. Nexi, the entire R&D costs over time are estimated and discounted to the time the program 
began using the social discount factor. Next, the expected R&D contribution from industry, 
calculated above as industry NPV is discounted to the time of initiating the program using the 
industry discount factor. This industry R&D contribution, discounted to when the program began, 
is then subtracted from the entire R&D costs, also discounted to when the program began, to 
obtain the governments expected R&D costs discounted to the time the program began. These 
discounted government R&D costs are then subtracted from the discounted benefits to obtain the 
government NPV for the program at the time the program was initiated. If the government NPV is 
less than zero, the program should not be considered for investment of tax dollars. If the 
government NPV is zero or greater, it should be thrown in the pot of possible government 
investments. 

To answer the third question, government should list all investment options with a NPV 
greater than zero and select that combination of projects that will maximize the governments 
cumulative net present value. 

VALUATING EXPECTED PARTICIPATION BY INDIVIDUAL COMPANIES 

If, from the above analysis, the industry NPV is positive, individual companies that are 
members of the industry can be expected to cost share in the R&D phase of a program or purchase 
licensing arrangements. However, the level of cost sharing or license fees will depend on each 
company’s circumstances. The expected level of cost sharing or the licensing fee for a given 
company can be calculated using company NPV derived from projected revenues and costs a 
company will experience in implementing the technology in commercial use. If the company NPV 
is negative, the particular company cannot afford to implement the technology even if the 
technology is provided free. Such a company is not a viable partner to the government program. 
If the company NPV is zero, the company may be a partner only in the sense that it will implement 
the government-developed technology if it is free to the company. If the company NPV is 
positive, the company can afford to cost share the R&D effort or purchase a licensing arrangement 
at a level equal to the company NPV. Such companies are potentially the most valuable partners to 
the program. 

APPLICATION TO BIOMASS-TO-ETHANOL R&D OPPORTUNITIES 

The authors will supply a detailed example of the use of NPV analysis to a biomass-to- 
ethanol opportunity. 
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Introduction 
Oil refiners in the United States oflen rely on coking to reject excess carbon from 

heavier crudes, resulting in an ever-increasing supply of petroleum coke. Marketing of 
coke as a fuel is hampered by its high sulfur and metals content which makes it unsuitable 
for conventional combustors Several major IGCC projects, based on the low value refinery 
stocks, are currently progressing through detailed engineering, procurement and 
conqtruction (1). 

In a cost-shared contract with DOUPETC, Bartlesville, The M. W. Kellogg Company 
has been investigating the gasification and combustion of high-carbon containing refinery 
by-products using a laboratory-scale fluidized bed and a sub-pilot scale transport reactor 
located at Kellogg's Technology Development Center where both fluid bed and transport 
reactors have been developed for coal gasification (2). The transport reactor process 
pioneered by The M. W. Kellogg Company, makes use of enriched air to partially oxidize 
and gasify the petroleum coke. Results of the laboratory and pilot plant program are 
presented in the paper along with proposed process flow diagram that incorporates some 
recent advances made in sulfur removal and recovery. 

The objective of the study was to develop a process to convert high-carbon refinery 
byproducts such as petroleum coke and ROSETM (Residuum Oil Supercritical Extraction) 
pitch to fuel gases suitable for power generation. Experiments were conducted in the 
transport reactor (TRTU) to study partial oxidation, gasification and devolatilization of the 
coke at temperatures up to 1800'F in a continuous mode. In order to extend the data 
obtained in the TRTU to higher process temperatures (1 850 to 225OoF), experiments were 
conducted in the Benchscale Reactor Unit (BRU) to study partial oxidation and gasification 
in a batch mode. The BRU is capable of heating a bed of solids up to 2250°F and above 
with oxidant injection. 

Experimental 
Description of Bench-scale Reactor Unit: A simplified flow schematic of the BRU test 
facility is shown in Fig. 1. It consists of a 2.067-in. inside diameter (i.d.) section of IO-in. 
height and an expanded section of 3.068-in. i.d. of 12-in. height. It is made of lncoloy 800H 
alloy and consists of some ancillary equipment including a steam supply system. The 
reactor is surrounded by two independently-wntrolled electrical heaters (for top and bottom 
zones) and contained within a pressure vessel. Only a small pressure differential is used 
across the hot reactor vessel. The feed gas is electrically preheated. Product gas leaves 
the reactor, and is sent to a water-cooled condenser and then to a particulate filter. Water 
collected in the knockout drum is periodically drained from the unit. An on-line GC, that 
requires 12 min to complete the gas analysis, is connected to the BRU for gas analysis. 
It is possible to analyze the concentration of hydrocarbons and carbon oxides (CH,, C,H,, 
C2H,, CO, CO,, H,, N, and the unsaturates) in the effluent gas of the BRU by using gas 
sample bags. The BRU facility can be operated at temperatures up to 19509 at pressures 
up to 450 psig. A particulate filter, maintained at a temperature of 600 to 7OO0F, was used 
to capture the fines for analysis of vanadium and nickel which are present in the coke feed. 

Petroleum coke was subjected to partial oxidation (POX) in the BRU over a peak 
temperature range of 1850 to 2250°F. The tests involved heating the bed to a base 
temperature followed by introducing the oxidant. Within a short period, the bed 
temperature reached a peak value and then stabilized or decreased gradually. Tests on 
combined POX and steam gasification and tests with steam gasification only were 
performed in the BRU. 
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Description of Transport Reactor Test Unit (TRTU) 
A simplified sketch of the reactor system, shown in Fig. 2, consists of a mixing zone, 

a riser, a cyclone, and a standpipe. The mixing zone of the reactor, which can be operated 
either as a dense-phase fluid bed or as an entrained reactor, consists of a 10-foot tall 
section of 1.338 in. i.d. Solids from the standpipe are returned to the bottom of this zone. 
Fluidization gas, which can be air, 0,, steam, N,, or any combination of these, is fed to the 
bottom of the mixing zone through a gas distributor. During standby periods, mixture of 
steam and N, was used. During testing, the steam flow was maintained and N, to the 
mixing zone was replaced with air. 

Above the mixing zone is a 32-foot tall riser of 0.815 in. i.d. At the base of the riser 
is an injection nozzle that is used for feeding petroleum coke. At velocities of 15 to 30 ft/s 
used during partial oxidationlgasification, the gas residence time was about 1 to 2 sec in 
the riser. Gas and solids leaving the top of the riser flow to a high-efficiency cyclone, that 
separates the solids and returns them, via the standpipe, to the mixing zone. Gas leaving 
the top of the cyclone is cooled, measured, and sampled for analysis. 

The standpipe consists of a 33-foot tall section with the same i.d. as the mixing zone. 
The use of a relatively small diameter standpipe requires a low solids inventory and minimal 
solids holdup time. Fresh solids are added for make-up, if necessary, to the top of the 
standpipe to compensate for attrition losses. Solid samples are withdrawn from the bottom 
of the standpipe. Solids are returned to the bottom of the mixing zone via a lateral leg that 
is aerated. 

The nominal size cuts of coke used in the TRTU and the BRU were 40x140 and 
40x80 mesh, respectively. The proximate analysis of the petroleum coke (wt%) was: 
volatile matter-9.4%, fixed carbon-89.6%, moisture-0.5% and ash-0.5%. 

Results and Discussion 
Testing in BRU 

Tests were conducted in the BRU, in a batch mode, using a bed weight of 200 gm 
of LyondelllCitgo petroleum coke with an 0, concentration range of 15 to 30 vol% in 
nitrogen over an initial temperature range of 1800 to 1950°F at pressure of 100 psia. The 
peak bed temperature varied from 1850 to 2250'F. Results from fluidized bed testing show 
that a sulfur- and metals-free gas, suitable as a gas turbine fuel, can be produced from 
petroleum coke. The gas residence time in the BRU is about the same as in the TRTU, and 
hence the BRU results are applicable to the TRTU. The COICO, ratio was observed to be 
a function of 0, partial pressure and temperature. At 30% 0, concentration and 20OO0F, Y 
the COlCO, ratio was found to be 3.5. This was the highest ratio that was obtained over 
the temperature range and 0, concentrations investigated. The steam gasification rate 
was determined to be 0.5 Ibllb.hr. The carbon partial oxidation reactions and the carbon 
gasification reaction in the presence of steam are represented by C + 0, --> CO,; C + CO, 
--> 2CO; and C + H,O ---> CO + H,, 

It was also determined that the carbon consumption rate by the combined partial 
oxidation and gasification by steam is the sum of individual rates obtained in the two 
processes. The water gas shifl reaction was found to be at equilibrium. The 
devolatilization of coke was studied in the TRTU at a lower temperature, but not in the 
BRU. 

The bed and filter samples obtained at the end of tests were analyzed for vanadium 
in order to determine if it accumulates in the fines produced during testing. Runs 22 
through 25 were done at lower temperatures and the results, presented in Table 1, show 
that the vanadium present in the feedstock does accumulate in fines. Hence, it should be 
possible to remove vanadium during coke processing via the fines generated. The nickel 
content in the bed and filter samples is not meaningful as the thermocouples used in the 
BRU tests had an lncoloy 800 (high nickel alloy) sheath and were corroded during the tests 
as a result of high temperatures. In future BRU tests, the thermocouples will be protected 
by ceramic tubes so that the bed and fines can be analyzed for nickel. Surface areas of 
fresh and bed samples of petroleum coke from BRU tests were measured by N, absorption 
(BET method). The results are given in Table 2. 
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The above measurements show up to a ten-fold increase in BET surface area as 
carbon is converted, After a significant carbon conversion is achieved, the coke partial 
oxidation rate increases since it becomes more reactive due to the increased surface. 
Thus, a transport reactor is most efficient in processing coke due to staging which utilizes 
all the 0, to react with solid carbon to produce CO and CO, without burning volatiles. The 
recirculating solids have a significantly higher carbon conversion and, so, are more reactive 
than the fresh feed. Therefore, the coke consumption rate is higher in a transport reactor 
compared to a fluidized bed. 

The temperatures measured in the bed and the gas composition determined using 
infrared analyzers in test 26 are shown in Fig. 3 and 4. The bed temperature, after 
reaching a peak value gradually decreased with time showing that the carbon consumption 
rate increased steadily. The gas composition measured using a GC is also shown in Fig. 
4. Additional results, shown in Table 3, indicate that the steam gasification rate is very low 
as shown by the low conc. of H, and that the carbon consumption (cons.) rate increases 
by a factor of nine as the carbon in the bed is consumed. 

The gas composition and temperatures measured in test 22 at a nominal bed 
temperature of 1900°F are shown in Fig. 5 and 6, respectively. These results show that the 
CO/CO, ratio is very low at this temperature. Results obtained at an 0, concentration of 
30% at initial bed temperature of 1950'F are shown in Table 4. Results for sample 1 
correspond to 0, wnc. of 40% which was used for a short period as the peak temperature 
reached 2300°F. 

Testing in TRTU 
Petroleum coke was processed with riser and mixing zone densities of 4 and 14 

lbR3, respectively at a solid circulation rate of about 600 Ib/hr in the TRTU in both partial 
oxidation and steam gasification modes at temperatures close to 1800°F. These tests 
confirmed that the inability of operating the TRTU at temperatures exceeding 1800°F 
prevented complete thermal cracking of volatiles produced, causing coke-like deposits to 
be formed in the reactor. 

Testing in the TRTU showed that the fuel gas produced at temperatures lower than 
1800°F has a CO/CO, ratio less than or equal to 0.5. This gas has a very low heating value 
and is not suitable for power generation. The partial oxidation and gasification of petroleum 
coke could not be studied at higher temperatures in this unit due to equipment limitations. 
The devolatilization of coke was also studied at temperature of 1800OF and yielded a 
HJCH, molar ratio of 4.0. 

A product gas heating value of 124 BTUlscf was estimated for a transport gasifier 
with enriched air-blown (30% oxygen) mode of operation utilizing the results obtained in the 
BRU and the TRTU. 

Flowsheet Development I Process Advantages 
Based on the results obtained in the BRU and the TRTU, the process flow diagram, 

shown in Fig. 7, has been developed to partially oxidize/gasify petroleum coke. This flow 
diagram incorporates the direct sulfur recovery process, developed by Research Triangle 
Institute, as this process was deemed best suited for this application. It also incorporates 
a transport desulfurizer and a transport regenerator for sulfur removal from the product gas. 
These two units were developed recently by The M.W. Kellogg Co. for the Sierra Pacific 
project and will be demonstrated shortly. A detailed flowsheet, based on the above flow 
diagram to generate power from the fuel gas produced from gasification and partial 
oxidation was developed. Economic analysis of the proposed process is in progress. 

The advantages of a transport gasifier over entrained gasifiers, which are being 
demonstrated to process petroleum coke and other refinery waste streams such as API 
wastes, acid-soluble oils from alkylation unit, and waste water treatment sludges, are the 
following: 

It has appreciable carbon inventory while there is none in an entrained gasifier. This 
factor makes the transport reactor safer and easier to operate. 
Individual refinery waste streams can be injected at different locations where as in 
an entrained gasifier, these have to be mixed with the main feedstock. The need 
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for mixing poses significant disadvantages for the latter depending upon the 
feedstreams. 
There is no short term need for balancing carbon, hydrogen and oxygen in the 
transport gasifier due to substantial carbon inventory where as it becomes essential 
to maintain this balance in an entrained gasifier. 
It is thermally more efficient due to a lower operating temperature with less material 
constraints compared to entrained gasifiers. 
The feeding of petroleum coke can be staged so that the combustion of volatile 
matter can be prevented in order to increase the heating value of the fuel gas 
produced. This is not feasible in entrained gasifiers. 

Summary 
At temperatures close to 2000°F, a CO/CO, molar ratio of 3.5 in the product gas was 

obtained in the BRU. This shows a great improvement in the gas composition over a value 
of 0.5 obtained in the TRTU at temperatures lower than 1750°F, and that a temperature of 
2000°F is required to process petroleum coke to produce a fuel gas of acceptable heating 
value. A fuel gas heating value of 124 BTU/sd is estimated for a commercial transport 
gasifier based on these results. These results were used to develop a flowsheet, and a 
conceptual design for the transport reactor has been completed to perform economic 
analysis. 
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Abbreviations 
BRU bench-scale reactor unit 
BET Brunauer, Emmett, and Teller method 

based on nitrogen adsorption 
DOE Department of Energy 
DSRP direct sulfur recovery process 
FCC fluid catalytic cracker 
GC gas chromatograph 
PG Product Gas 
POX Partial oxidation 
PETC Pittsburgh Energy Technology Center 
ROSE" Residuum Oil Supercritical Extraction 
TRTU Transport Reactor Test Unit 

Table I - Analvses of bed and filter samples from BRU tests 
Run number Sample Vanadium, ppm 

Run 26 filter 42,255 
bed 5,760 

Run 25 filter 61,710 
bed 4,888 

Run 24 filter 14,891 
bed 4,362 

Run 23 filter 19,875 
bed 9,838 

Run 22 filter 32,873 
bed 5,843 
Fresh 1,752 
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Table 2 - Surface Areas of Bed Samdes 
Sample Surface area (m'lgm) 
24 9.7 
25 5.7 
26 2.6 
Fresh 0.9 

Table 3 - Petroleum Coke POX Studies - (Test 26) 
sam. 1 sam.2 sam. 3 sam.4 

time, min 4 16 29 42 
bed temp upper, OF 2300 2147 2101 2034 
H,, vol% 0.97 0.21 0.14 0.11 
co, vol% 30.6 27.1 29.3 29.2 
co,, vol% 5.0 13.2 12.9 11.9 
COICO, ratio 6.14 2.05 2.27 2.46 
C cons.,gmlmin 2.18 2.71 2.93 2.80 
C cons. rate, llmin 0.01 0.02 0.03 0.04 

sam. 5 
55 

1987 
0.12 
34.4 
9.3 

3.72 
3.11 
0.09 

fl 
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Introduction 
Anaerobic treatment processes for biodegradation of hazardous materials have 

increasingly been gaining attention in environmental applications. Microbial processes 
utilizing sulfate reducing bacteria (SRB), in particular, have found potential applications in 
variety of treatment processes such as flue gas desulfurization [1,2], gypsum reclamation 
[3], sulfur recovery from sulfitdsulfate wastewater from pulp and paper, chemical and 
mining industries [4], and degrading explosive materials [51. However, in all these 
applications, the source of electron donor is a major factor on the economics of the 
process. Previously, we have proposed a microbial process with sewage digest as an 
attractive low-cost feedstock for SRB cultures in the desulfurization of flue gases and 
sulfitdsulfate-laden industrial waste water [6] .  In that process, a columnar reactor with 
mixed SRB cultures immobilized in BIO-SEPm polymeric porous beads with sewage 
digest as a carbon and energy source exhibited conversion rate of 16.5 mmol sulf i tehl  
(32 kg/d.m3) with 100% conversion to HzS. Though municipal sewage digest is a readily 
available low-cost carbon source, the real cost of the medium depends on the location of 
the sewage treatment plant and power plant and on the transportation involved in bringing 
the sewage back and forth from the sewage plant. Therefore, the current research has 
been focused on an alternative low-cost feedstock. Various groups have demonstrated that 
SRB could be suppo$d by carbon dioxide and/or carbon monoxide as the sole carbon 
source and hydrogen as the energy source [7-111. Du Preez et al. [8,10] operated a 
sulfate-reducing reactor with a mixed SRB population to demonstrate the feasibhty of 
using syn-gas as the feed source for SRB. Recently, van Houten et al. [9] reported the 
operation of a gas-lift sulfate-reducing reactor that was fed a CO-HZ mixture (up to 20% 
CO) and yielded a maximum sulfate conversion rate of 30 g SO:/d.L. 

In our study, we have focused our research on utilizing gas mixture containing 
36% Hz, 47% CO, 10% COZ, 5% CH, and balance Nz as a model coal synthesis gas as a 
low-cost feedstock. This composition is typical of an oxygen blown, coal fed gasifier. 
Coal synthesis gas will be readily available in power plants and the biological utilization of 
syn-gas as a carbon and energy source produces no organic end product that has to be 
processed prior to its disposal. Coal synthesis gas is, however, sparingly soluble in 
aqueous phase. Our process utilizing SRB with syn-gas feedstock may be. mass transfer 
limited and methods to enhance the mass transport have been investigated. A CSTR with 
cell recycle and a trickle bed reactor with cells immobilized in BIO-SEPm polymeric 
beads were operated with syn-gas feedstock to obtain maximum productivity for Sa 
reduction to H2S. The CSTR reactor was then fed with syn-gas as microbubbles in an 
effort to improve the mass transfer properties. 

Materials and Methods 
Microbial Culture and Media 

Mked SRB cultures were originally isolated from sewage solids obtained from the 
DAF unit of a municipal sewage treatment plant at Oak Ridge, TN. The cultures were 
grown in lactic acid media (LA) which consists of 3.6 g/L citric acid, 0.8 g/L CaCI,, 1.0 
glL NH4C1, 0.5 g/L KzHPO~, 1.0 g/L yeast extract, 0.52 g/L FeCIz, 5.8 mUL of sodium 
lactate (60% syrup), 0.518 mUL butyric acid, and 0.05 g/L cysteine HCL. A minimal salts 
media (MS) was also used; 1.2 glL NazHP04, 1.8 g/L KH2P04, 0.7 g5 MgCl2, 0.2 glL 
NHdCl, 0.04 g/L FeCl,, 50 mUL mineral water, 0.2 muL Batch vitamin solution, and 15 
mUL heavy metal solution (HMS). The Batch vitamin solution contains the following: 2.0 
mg/L biotin, 2.0 mg/L folic acid, 10.0 mg/L pyridoxine hydrochloride, 5.0 m g 5  thiamine 
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hydrochloride, 5.0 mg/L riboflavin, 5.0 mgL nicotinic acid, 5.0 mg/L DL-calcium 
pantothenate, 0.1 mgL vitamin B-12,5.0 mgL p-amino benzoic acid, and 5.0 mg/L lipoic 
acid. The HMS solution contains the following: 1.5 @L EDTA, 0.1 g/L ZnS04.7Hzo and 
6 mLn of a trace element solution (0.0507 g/L AlCl,, 0.139 gJL KI, 0.139 g/L KBr, 
0.139 gJL LiC1, 3.060 g/L &BO,, 0.280 g/L ZnClz, 0.326 g/L CuClz.2Hz0, 0.513 g/L 
NiCl2.6Hz0, 0.513 gL CoClz.6Hz0, 0.139 g/L SnClp2Hz0, 0.163 g/L BaClz-2Hz0, 
0.139 g/L NazMo04.2Hz0, 0.139 gL CuSe0~5H20, and 0.024 g/L NaVO3). 

In serum bottles, the sulfate source was provided by the addition of up to 4.0 fi  
of Na2S04 or MgSOA. In the reactors, the sulfite source was provided hy a gas mixture 
containing 5% SO2, 5% C02, and balance N2. For growth on synthesis gas, a mixture of 
47% CO, 36% Hz, 10% C02, 5% C b ,  and the balance NZ was used. For serum bottle 
studies, 100 mL of MS media was put into a -150 mL bottle and sealed with butyl rubber 
stopper. A nitrogen headspace was placed on top of the media and the bottles were 
sterilized by steam. When inoculated from an actively growing culture in a 2 L chemostat, 
synthesis gas was bubbled through the culture. The headspace was monitored for synthesis 
gas components and hydrogen sulfide and was replenished with fresh synthesis gas when 
needed. The bottles were usually shaken at 100 rpm at 30°C. 

Syn-Gas Utilization by Mixed SRB 
Utilization of syn-gas by mixed SRB culture developed from municipal sewage 

was investigated in a serum bottle containing minimal salt medium and So2 as terminal 
electron acceptor. The head space of the bottle was then fded with synthesis gas mixture 
containing 36% Hz, 47% CO, 10% COz, 5% C b ,  and balance Nz. The bottle was 
inoculated with mixed SRB culture and incubated at 30°C with shaking at 200 rpm. The 
syn-gas concentration was then regularly monitored using a Gas Chromatograph as 
described below. 

Microbubble Generation and Characterization 
Microbubbles are small, surfactant coated bubbles of gas that are generated by 

creating a gas-liquid interface in a high-shear zone. The bubbles are between 50 p n  and 
100 pm in diameter and the surfactant coating helps to prevent coalescence by 
electrostatic repulsion from the diffuse electric double layer around the bubble. In our 
work, the microbubble dispersions were generated using a spinning disk apparatus fust 
described by Sebba [12]. This microbubble generator (MBG) uses a high speed motor 
(Talboys #37830, Cole Parmer, Chicago, IL) that spins a 4 cm disk as speeds above 4ooo 
RPM in close proximity to baffles (within 3 nun) to generate a localized high-shear zone. 
The stainless steel disk and baffles are mounted in 4 L glass vessel with a ground glass lip 
to fit the headplate. A second headplate mounted above the fxst supports the motor and 
allows easy alignment. Stainless steel sealed bearings insure minimal wobble. 

The bubble size measurements were performed on a Coulter LS 130 particle size 
analyzer (Coulter) using laser dlfCraction. The microbubble foam sample was loaded into 
both the constant volume module and hazardous fluids module for the instrument. The 
constant volume module could contain 15 mL of sample and had a magnetic stirrer in the 
bottom of the cell to maintain a well-mixed system. The hazardous fluids module used a 
recirculating pump. Dispersion was added to water in each module until 8% to 12% 
obscuration was obtained. Data was collected for ninety seconds in each case. Between 
runs the constant volume module was rinsed with double distilled water and the hazardous 
fluids modules had the recirculating liquid drained, refilled, and filtered. 

CSTR and Trickle Bed Reactors 
A 2 L Virtis Omni-culture chemostat (Virtis Co., Gardiner, NY) with temperature 

and agitation control was used as the primary reactor vesseL The vessel headplate was 
modified for acid/base additions and gas and liquid inlets and outlets. The pH was 
controlled at 6.8 with a Chemcadet controller with 6 NNaOH and 6 N H3P04. The reactor 
was maintained at a temperature of 30°C and agitated at 250 rpm for all experimental m. 
The reactor was operated in a continuous mode with a feed rate of fresh MS medium at 
0.2 d m i n .  To retain biomass in the reactor, a filtration system consisted of two Amicon 
Diano hollow fiber cartridges was attached to the reactor. All pumps used were 
Mastertlex peristaltic. A sparge of 50 mUmin of nitrogen was added to the reactor vessel 
to strip off the produced H2S from the reactor. The synthesis gas was fed directly at a rate 
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of 10 mUmin to the reactor during the control runs through a stainless steel sparger. The 
flow rate of SO2 gas fed separately into the reactor was monitored using gas flow meter. 
In the microbubble-fed system, the permeate from the fdters was returned to the MBG. the 
sp-gas microbubbles were generated by bubbling syn-gas into minimal salt medium 
containing Tween-20 (240 m a )  as surfactant. The microbubbles were then fed to the 
CSTR at a rate of 15 mU min. which was equivalent to 10 &min of synthesis gas as fed 
during the control run. 

The trickle bed reactor consisted of fully jacketed glass column of internal 
dimensions 2.5 x 30 cm with a total volume of 180 mL and a working volume of 81 mL 
with BIO-SEPTM beads. BIO-SEPm beads, encapsulated activated carbon (5040%) in 
aromatic polyamide (Aramid) (20-50%) were obtained as the kind gift of Dr. Carl Camp 
from the DuPont Chemical Co. (Glasgow, DE). The reactor was operated at a 
temperature of 30°C. A 500 mL bottle with a specially made headplate was used for pH 
control, H2S stripping by nitrogen, gas outlet, and ports for continuous operation. The 
reactor had biomass loaded on to the BIO-SEP beads by operation in a packed bed mode 
on lactate media. The liquid inside of the reactor was completely recycled. When switched 
to a synthesis gas feed, the reactor was operated in a trickle bed mode with the liquid and 
both gas feeds entering at the top of the reactor. Gas samples were taken from a gas 
disengagement bottle. The reactor was operated in a continuous mode with a fresh 
minimal salt medium at a feed rate of 12 mUh. In trickle bed mode, the liquid flow rate 
across the bed was 600 mLh. 

In all runs the reactor was monitored for sulfite. The off-gas from the reactor was 
also monitored for HIS and synthesis gas components. The off-gas flow rates were 
monitored with a wet test meter for two hour periods. 

Analytical 
The sulfite in the reactor was anal@ spectrophotometrically by the reaction of 

fuchsin and formaldehyde in sulfiuic acid [ 131. The sulfide in the reactor was precipitated 
using zinc acetate in a basic solution followed by resuspension and measurement using the 
formation of methylene blue [14]. 

Hydrogen sulfide in the off gas was anal+ using a gas chromatograph (Hewlett 
Packard HF' 5890 Series 11) equipped with a teflon column (30 in x 1/8 in) packed with 
Super Q (80/100 mesh) (Alltech, Waukeegen, WI). Temperatures of the column, injection 
port, and thermal conductivity detector were 70°C. 125°C. and 125°C respectively. The 
carrier gas was helium at 25 mllmin. The calibration was based on 1%. 5%, and 10% H2S 
in nitrogen standards. Synthesis gas components were measured using a gas 
chromatograph (Hewlett Packard HP 5890 Series 11) equipped with a HP PLOT 
molecular sieve 5 A capillary column (30 m x 0.32 m) with a 12 pm 6lm thickness. 
Temperatures on the column, injection port, and thermal conductivity detector were 
55°C. 100°C, and 240°C respectively. Liquid samples were filtered through a 0.22 pn 
syringe fdter and analyzed by gas chromatography using a HP 5890 Series II with a HP 
WAT (crosslinked PEG) cap* column (30 m x 0.53 mm) with a 1.0 pm film thickness. 
The column temperature program was initially 70°C followed by ramping to 200°C at 
25"Wmin with a 1.2 min hold then followed by ramping to 225°C at 25"Umin with a 3.0 
min hold. The injection port temperature was 245°C while the flame ionization detector 
was 265°C. 

Results and Discussion 
Syn-Gas Utilization by Mixed SRB 

Initially, a decrease in CO concentration was observed with no change in H2 
concentration. However, hydrogen sulfide was detected during this time in the head space 
of the serum bottle. This indicates that the CO was utilized by certain type of bacteria and 
produced HZ as shown in the equation below: 

CO + H20 + Hz + COz 

With limited SO2 reduction due to a possible CO inhibition at higher concentration, the Hz 
concentration declined only after the CO concentration was less than about 5% in the 
mixture. This suggests that the mixed culture developed from sewage solids would be 
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able to use CO as sole carbon and energy source and produce Hz. Kinetically, the CO 
utilization was much faster than HZ utilization by SRB cultures. 

Serum bottle experiments with mixed SRB showed that we could switch between 
lactate and syn-gas for carbon and energy source that would help us to start the reactor 
operation moe quickly. 

CSTR with syn-gas feed 
The CSTR in the control mode in which the syn-gas was fed directly into the 

reactor was able to convert 1.2 mmol S0fi.L with no sulfite detected in the effluent (Fig. 
1). The off-gas analysis through GC showed 100% conversion of Sa into H2S. With 
continuous Nz purging in the liquid medium, the sulfide concentration in the aqueous 
phase was measured to be less than 5 mgiL. When the SO2 feed was increased above 1.2 
mmol/h.L, sulfite accumulation of greater than 25 mg/L was observed in the reactor 
medium. This indicated that the reactor reached the maximum productivity of 1.2 mmol 
S0Jh.L under the operating conditions. The synthesis gas content in the feed and the off- 
gas showed the stoichiometric conversion of 1.8 mol HZ and 2.3 mol CO per mol of Sa. 
The reactor was then operated at 1.2 mol/h*L, for 3 d and switched over to 
microbubble-fed system. With syn-gas fed as microbubbles, the SO2 feed rate was 
increased incrementally and the maximum productivity of 2.1 mm0llh-L was obtained with 
100% conversion to HzS in 33 h. The biomass concentration in the reactor prior to the 
microbubble operation was 5 g/L. The increase of productivity from 1.2 to 2.1 mmol/h*L 
within the span of 33 h at the same biomass concentration of 5 g/L indicated that the mass 
transport of syn-gas was the limiting parameter in the above process. 

Trickle-bed reactor with syn-gas feed 
Initially, the immobilization of mixed SRB cells in BIO-SEP beads in a trickle-bed 

reactor was started-up with lactate medium as described earlier. This was achieved in 
14 d. Following the immobilization, the reactor was fed with syn-gas at a rate of 10 
mUmin as a sole carbon and energy source and 5% Sa at rate of 4 d m i n  (2.7 
mmovh-L). The immobilized SRB ceUs grown on lactate medium were able to switch to 
syn-gas at once. The Sa feed rate was then increased incrementally with no suffite 
detected in the effluent. As shown in Fig. 2, complete conversion of Sa into H2S was 
achieved at a maximum SO2 feed of 8.8 mmovh-L with syn-gas utilization of 1.0 mol Hz 
and 1.2 mol CO per mol of Sa. This compares to previous studies which achieved 4.3 
mmol SO:-/h*L [9] and 0.5 m m o l h l  [lo] with synthesis gas as feedstock. 

Conclusion 
The model coal synthesis gas containing 36% Hz, 47% CO, 10% C02, 5% CH.,, 

and balance Nz has been found as a low-cost feedstock for mixed SRB in the 
desulfurization processes. With syn-gas fed as microbubbles, productivity in the CSTR 
increased from 1.2 to 2.1 mmol/h*L in 33 h. This has been observed at the same biomass 
concentration of 5 a. This shows the mass transport limitation in the above process. In 
the trickle bed reactor, maximum productivity of 8.8 mmol/h.L was achieved with less 
carbon and energy requirement (1 mol HZ and 1.2 mol CO per mol of Sa) indicating 
better surface to volume ratio with cells immobilized in the pores of polymeric beads. The 
mass transfer coefficients in these systems will be determined in future studies to develop 
better reactor configuration for biodesulfurization of flue gases and other sulfur wastes. 
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Figure 1. Sulfite conversion in a CSTR with syn-gas as feedswck. With syn-gas fed as mimbubbles, the 
reactor productivity was increaSed from 1.2 Io 2.1 mm0Vb.L in 33 b. 

Figure 2. S a t e  conversion in a trickle-bed reactor with mixed SRFI immobilized in BIO-SEPTM beads. m e  
liquid medium and gas mixture (syn-ga and S a )  were fed cc-currenUy at the top of the reactor. 
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INTRODUCTION 

The serious environmental problem of acid rain is at least partly caused by the combustion 
of sulfur compounds present in the fossil fuels, releasing sulfur dioxide into the atmosphere. 
Though inorganic sulfur can be reduced by physical or chemical means, none of them can be 
applied to removing organic sulfur from petroleum. Therefore, microbial processes that can do so 
have recently received much focus. Dibenzothiophene (DBT) and its derivatives have been widely 
used as model organic sulfur compounds in petroleum (1). Three pathways of DBT degradation 
have been reported. The first is the ring-destructive pathway, in which the sulfur of DBT remains 
(2-59, the second is the completely destructive pathway, in which DBT is mineralized to carbon 
dioxide, sulfite and water (6). and the third is the sulfur-specific pathway, in which only sulfur is 
removed from DBT (7-9) as illustrated in Fig. 1.  Strains having the second or third pathways 
should be applied to the microbial desulfurization process. In other studies, we also isolated a 
DBT-degrading bacterium, Rhodococcus erythropolis D-1, which has the sulfur-specific pathway 
(IO) and observed an enzyme system catalyzing this conversion ( 1  1). Many research groups have 
since studied the desulfurization of DBT by the sulfur-specific pathway (12-14) . The genes 
involved in DBT degradation have been identified (15-17). However, there has so far been little 
report on the DBT desulfurization in the presence of hydrocarbon. Since petroleum should ideally 
be desulfurized, we isolated a strain with the capacity to desulfurize DBT in the presence of 
hydrocarbon. Here we describe the desulfurization of DBT by growing whole cells of 
Rhodococcus erythropolis H-2 in the presence of n-tetradecane (TD) and other hydrocarbons. We 
also describe the desulfurization of substituted DBTs which actually exist in petroleum by R. 
erythropolis H-2 in the presence of TD. 

MATERIALS AND METHODS 

Medium A-1 was the same as medium A described elsewhere (IO) except that glucose was 
omitted. Cells were cultivated at 3 0 T  in test tubes containing 5 ml of medium or in 2-liter flasks 
containing 500 ml of medium with reciprocal shaking ( 300 rpm for test tubes and 100 rpm for 
flasks). 

To isolate bacteria which could desulfurize DBT in petroleum, several soil samples from 
various areas in Japan were transferred to test tubes containing medium A-1 supplemented with 5.4 
mM DBT as a sole source of sulfur and 0.5% TD. Single colony isolation was repeated on the 
same medium containing agar. Among the DBT-utilizing strains in the presence of TD, we 
selected strain H-2. 

Strain H-2 was cultivated in medium A-I with 0.5 % glucose and 0.27 mM DBT in 2-liter 
flasks for 2 days. Cells were harvested at 4°C by centrifugation at 10,OOO x g for 15 min, washed 
once with 0.85 % NaCl and resuspended in the same solution. The suspension was lyophilized 
and kept at -20°C until use. The reaction mixture contained, in 1 ml, TD, DBT which was 
dissolved in TD, 0.1 M potassium phosphate buffer (pH 7.0) and lyophilized cells. The reaction 
proceeded in test tubes at 30°C with reciprocal shaking (300 rpm). 

DBT and 2-HBP were determined by gas chromatography or high performance liquid 
chromatography as described (IO).  TD was measured by gas chromatography under the same 
conditions. When the strain was cultivated in the medium with hydrocarbon, the cells floated on 
the surface of the medium. Therefore, growth could not be measured turbidimetrically. We 
centrifuged the culture broth at 15,000 x g for 45 min and the cell pellet was resuspended in 0.85% 
NaCl containing 5% polyoxyethylene lauryl alcohol ether (Brij 35). Cell growth was determined 
by measuring the optical density of this suspension. OD660 was proven to be proportional to the 
number of viable cells. 

RESULTS AND DISCUSSION 

Characterization of a DBT-utilizine bacterium in the presence of hvdrocarbon 
Among the isolates, a strain designated H-2 utilized DBT most rapidly in the presence of 

TD. The taxonomic propenies were examined at the National Collection of Industrial and Marine 
Bacteria Ltd. (Aberdeen. Scotland, United Kingdom). As a result, the strain was identified as 
Rhodococcus erythropolis. There are some differences between our previous strain D-l (IO) and 
the present strain H-2 grown on carbon source such maltose, L-tyrosine and D-mannose: In strain 
H-2, these were possibly positive. Since this strain assimilated TD as a carbon source in addition 
to DBT as a sulfur source, several hydrocarbons were investigated to determine whether or not 
they could support the growth of R. erythropolis H-2. As shown in Table I ,  this strain grew on n- 
alkanes with carbon chains longer than C8 with and without glucose, whereas it  did not grow on 
n-hexane, styrene, p-xylene, cyclooctane and toluene even in the presence of glucose. 
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Growth of R. ervthrouolis H-2 in  the medium containine DBT and TD 
The strain was cultivated in medium A-I with TD as a sole source of carbon and DBT as a 

sole source of sulfur. The strain showed maximal growth (OD660=ca. 3.0) after 2 days of 
cultivation. DBT completely disappeared before this point. The metabolite 2-HBP was formed 
from DBT and it was almost equimolar to the amount of DBT degraded. The level of TD 
decreased slightly, and the pH decreased concomitantly with the increase of cell growth. 

DBT degradation bv whole cell reactions 
To prepare whole cells for DBT degradation, R. erythropolis H-2 was cultivated in medium 

containing either 0.5% glucose or 0.5% TD as a carbon source. Cells were lyophilized after 
harvesting and used for each reaction by resting cells. When the whole cell reactions proceeded 
with 50% TD for 4 h, the DBT degradation rates by cells pregrown in glucose and TD were. 60 and 
33%, respectively. Therefore, the following studies of whole cells reactions were performed using 
cells grown in glucose. DBT degradation was investigated using various amounts of lyophilized 
cells. The reaction proceeded most efficiently when the cells were added to the reaction mixture at 
a concentration of 80 mg/ml. However, DBT degradation was suppressed in the reaction mixture 
at elevated concentrations of the lyophilized cells. The limitation of oxygen may lower DBT 
degradation as found in R. erythropolis D-1 (IO) .  DBT degradation in reaction mixtures 
containing various amounts of TD or DBT were examined. The reaction proceeded more 
efficiently with, than without TD . Even with as much as 70% TD, the degradation was enhanced 
compared with the situation without TD. The optimal concentration of TD was about 40%. TD at 
a concentration higher than 80% suppressed the degradation. In a reaction mixture supplemented 
with 40% TD and 80 mg/ml of the lyophilized cells, DBT up to 3 m M  was completely degraded 
within 4 h. Figure 2 shows the time course of DBT degradation and 2-HBP accumulation. The 
amount of 2-HBP formed was almost stoichiometric to that of DBT degraded. It seemed that the 
level of TD was slightly decreased. 

Degradation of DBT and its derivatives bv whole cell reactions 
R. erythropolis H-2 was cultured in medium AG with DBT or its derivatives (Fig. 3) as the 

sole source of sulfur at 50 mg/l. The strain grew more or less on the four aromatic sulfur 
compounds tested: Growth (OD660) on DBT, 2,8-dimethyldibenzothiophene (2,8-dimethylDBT), 
4,6-dimethyldibenzothiophene (4,6-dimethylDBT) and 3,4-benzodibenzothiophene (3,4- 
benzoDBT) in 4-day culture: 5.7,4.7, and 1.7, respectively. Though 3.4-benzoDBT was not a 
good sulfur source for this strain, the two dimethylDBTs as well as DBT also supported the 
growth of this strain. 

The reaction using lyophilized cells cultured with DBT, proceeded with DBT derivatives at 
1 mM in the presence of TD. New peaks appeared on all the elution HPLC profiles with 
concomitantly decreasing substrate peaks. When DBT, 3,4-benzoDBT, 2,8-dimethylDBT, and 
4,6-dimethylDBT were the substrates, the retention times of the new peaks were 3.5,5.2,4.6, and 
5.2 min, respectively. The new peak in the DBT reaction profile corresponded to 2-HBP. The 
products in the reaction mixture using 2,s-dimethylDBT and 4,6-dimethylDBT as substrates were 
analyzed by gas chromatograph-mass spectrometry. Mass ions at d z  198 corresponding to the 
molecular mass of monohydroxy dimethylbiphenyls were detected. With 3,4-benzoDBT, the mass 
ion of the product at m/z 220 was also obtained. These results indicated that the microbial 
desulfurization of these DBT derivatives and of DBT proceeded in a similar manner and gave the 
corresponding hydroxylated biphenyls as products. And it was interesting to know whether the 
hydroxy group of the 3.4-benzoDBT product was attached to the benzene, or the naphthalene ring. 
To identify their exact structures, the products from 3,4-benzoDBT, 2.8-dimethyl DBT and 4,6- 
dimethylDBT were purified from the reaction mixtures and analyzed by NMR. 

In the case of 3.4-benzoDBT, signals were observed at d 5.54 (s, 1 H), 7.04-7.09 (m, 1 
H), 7.13 (d, 2 H, J=7.5), 7.24-7.25 (m, 1 H), 7.26-7.27 (m, 2 H), 7.29-7.30 (m. 1 H), 7.33 (d, 
1, H, J=8.2), 7.35-7.36 (m, I H), 7.65 (d, 1 H, J=8.0), and 8.51 (d, 1 H, J=8.2). Since the 
signals at 7.07.7.13 and 7.26 ppm were specific for one substituted benzene and those at 7.24 and 
7.33 ppm were specific for 1,2,3,4-substituted benzene, this spectrum suggested that the hydroxy 
group is attached to the naphthalene ring. Therefore, we proposed that the structure of the product 
from 3,CbenzoDBT is a-hydroxy-b-phenylnaphthalene (Fig. 4). 

The NMR signals in the case of 2,8-dimethylDBTand 4.6-dimethylDBT were assigned to 
Z-hydroxy-5,5'-dimethyIbiphenyl and 2-hydroxy-3,3'-dimethylbiphenyl, respectively. 

The amounts of products formed by whole cells were tentatively calculated assuming that 
the peak areas per mole of each product on the HPLC were the same as that of 2-HBP. Each 
substrate was thus converted to the corresponding product. The initial rates of degradation and 
desulfurization of 2,8-dimethylDBT, 4,6-dimethylDBT and 3.4-benzoDBT were about 120, 60, 
20% that of DBT. The 2,8- and 4.6-dimethylDBTs were completely degraded within 6 h. 
Arthrobacter sp. readily attacked the sterically hindered 4.6-diethylDBT (18). Generally, there 
seems to be no steric hindrance of such alkyl groups against these enzyme systems. The chemical 
desulfurization rate for alkyl-substituted DBTs is much slower than that for DBT and it has been 
thought that the desulfurization of alkyl-substituted DBTs would also be less easy than that of 
DBT. Thus, these results indicate the feasibility of the practical microbial desulfurization of 
petroleum. 

Although 3,4-benzoDBT was degraded slowly, the amount of the substrate was reduced to 
0.1 mM after 12 h (Fig. 5). As described above, NMR analysis indicated that the hydroxy group 
of the identified product was attached to the naphthalene ring. These results suggest that the 
enzyme system involved in the microbial DBT desulfurization could distinguish between two 
carbon-sulfur bonds of 3.4-benzoDBT. The steric hindrance caused by the naphthalene ring might 
lead to this specificity. 

r 
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Thus, the present work demonstrated that a new strain, identified as R. erythropolis H-2, 
utilized DBT as a sole source of sulfur and converted it to 2-HBP stoichiometrically even in the 
presence of hydrocarbon. This strain grew well in  n-alkanes with relatively long carbon chains but 
not in hydrocarbons with higher toxicity to the organism such as toluene. The limiting log P value 
for the growth of our isolated strain was about 4.9 (log P value of n-octanol). From other 
experimental data (19), R. erythropolis H-2 revealed high tolerance against solvents compared with 
other Gram-positive bacteria, but it had less tolerance than Gram-negative bacteria such as 
Pseudomonas strains. Also in the whole cell reactions, DBT degradation proceeded in the 
presence of hydrocarbon and was enhanced by adding TD. TD may facilitate contact between DBT 
and cells since DBT is water immiscible. 

The present strain was also found to have an ability to efficiently function in the presence of 
hydrocarbon and desulfurize DBT and DBT derivatives to form 2-HBP and the corresponding 
hydroxylated biphenyls, respectively. Therefore, the strain should be useful for the practical 
microbial desulfurization of petroleum. 
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TABLE 1. Growth in the presence of hydrocarbons. The strain was cultivated in medium 
14-1 with 0.5% hydrocarbons with or without 0.5% glucose in test tubes for 4 days. 

b +Glucose -Glucose 

Growth Hydrocarbon (log P value) Growth 
(OD660) pH (OD660) pH 

None 4.8 4.6 n.ta) ' n.ta) 
n-Hexadecane ( 7 . ~ 4  4.9 4.2 5.2 5.1 
n-Tetradecane (7.04 5.6 3.8 4.9 3.8 

2.9 4.2 3.0 4.8 
2.5 6.4 

n-Dodecane (7.0) 
1.7 5.7 

0.8 5.8 
n-Decane (6.0) 

0.8 5.7 
0.3 6.6 

n-Nonane (5.5) 
n-Octane (4.9) 0.3 6.5 

0 6.9 0 6.9 
0 6.9 

Cyclooctane (4.5) 
n-Hexane (3.9) 0 7.0 

o 7.0 0 7.0 
0 6.9 

pXylene (3.1 1 
0 6.9 

0 7.0 
Styrene (2.9) 
Toluene 12.8) 0 6.9 

- 
- 

- 

a) not tested 
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FIGURE 1. Proposed sulfur-specific pathway of dibenzothiophene 
(DBT) 
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Figure 2. Time course of DBT degradation and 2- 
hydroxybiphenyl(2-HBP) accumulation in the whole 
cell reaction. 0 DBT, 0 2-HBP. 0 TD 
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FIGURE 3. Structure of DBT and its derivatives. (I) 
DBT; (11) 2,8dirnethylDBT; (111) 4,SdirnethylDBT; (Iv) 
3P-benzoDBT. 
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INTRODUCTION 

refining process. DBTs bearing alkyl substitutions adjacent to the sulfur atom (referred to as 
sterically hindered compounds), are the most resistant to HDS, and represent a significant bamer 
to reaching very low sulfur levels in fuels'. Bacteria have been isolated which utilize an oxidative 
pathway to selectively desulfurize a variety of organic sulfur compounds found in petroleum 
oils2. The molecular mechanisms of dibenzothiophene (DBT) desulfurization by this pathway 
have recently been described'. Previous experiments with Rhodococcus sp. ECRD-1 (ATCC 
55309) using DBT have shown that it is converted to the hydroxylated sulfur-free end product 
2-phenylphenol via an analogous pathway4. Corresponding conversions of the sterically 
hindered compounds 4,6-diethyl DBT, 4,ddimethyl DBT and 4-ethyl DBT were also 
demonstrated. 

and examines the fate of sulfur remaining in the oil. A middle distillate oil (232 - 343°C) and a 
vacuum gas oil (VGO) (343 - 496'C), representing a diesel range oil and a heavy gas oil, were 
tested as sole sulfur sources in batch cultures. Sulfur removal was quantified using the ratio of 
Flame Ionization (FID) and Sulfur Chemiluminesce (SCD) detector response factors in Gas 
Chromatography analysis. Results demonstrated that up to 40% of sulfur in the middle distillate 
cut could be removed in two week batch cultures. Compounds across the entire boiling range of 
the oil were affected by the treatment. Less than half that removal is evident in the heavier VGO, 
suggesting limitations on the range of compounds susceptible to desulfurization by this system. 
Analysis of the chemical state of the sulfur remaining in the treated oils by sulfur K-edge X-ray 
absorption spectroscopy showed that in the case of the middle distillate oil over 50% of the 
remaining sulfur was in an oxidized form. A lesser amount of the remaining sulfur in the treated 
VGO was in an oxidized state, consistent with the degree of desulfurization. The presence of 
partially oxidized sulfur compounds in the treated oils indicates that these compounds were en 
route toward desulfurization. Overall, in the case of the middle distillate oil, more than two- 
thirds of the initial sulfur had been affected by the microbial treatment. 

EXPERIMENTAL 

Arthrobacter sp. D-1 (ATCC 55309), was isolated by enrichment culture from marine sediments 
based on its ability to selectively remove sulfur from the sterically hindered organic sulfur 
compound 4,6-DEDBTI using the organic sulfur compound as a sole sulfur source. 

Media. Mineral Salts Sulfur-Free Medium (MSSF) containing 1% sodium acetate was 
prepared as previously described' and used for oil desulfurization experiments. Tungsten was 
added as 50 u g h 1  Na2W04 * 2H20 in VGO cultures. Sulfate control media contained 0.2 g 
MgS04 * 7H20 per liter. 

tryptone, 5 g Difco yeast extract, 5 g NaCI, adjusted to pH 7.0 with 1.0 ml 1 M NaOH and 
autoclaved at 121OC, 15 psi. 

represents a diesel range oil fraction. The OB oil used for experiments was artificially weathered 
under a stream of nitrogen to a constant weight to eliminate inconsistencies caused by 
evaporative loss of oil during culturing or extraction. Weathering resulted in a weight loss of less 
than 10% and no change in ppm sulfur content. Vacuum gas oil (VGO), a 650 - 9500F (343 - 
496OC) distillate cut, represents a heavy oil fraction. The oil used was also artificially weathered 
under a stream of nitrogen to a constant weight to eliminate inconsistencies caused by 

Hydrodesulfurization (HDS) is used to remove organic sulfur from petroleum oils in the 

This study evaluates the ability of ECRD-1 to desulfurize feeds encountered in refineries 

Bacterial Strain. Rhodococcus sp. ECRD-I (ATCC 55309), previously designated 

Luria broth (LB) was used to grow cultures for use as and contained per liter: 10 g Difco 

Oils. Oregon Basin (OB) crude oil, a 450 - 6500F (232 - 343OC) middle distillate cut, 
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t untreated oils was determined by X-ray fluorescence sulfur analysis (XRF) and GC/FID/SCD. 
The percent sulfur for the Oregon Basin cut sterile control was 2.07% determined by XRF and 
1.96 % by GC/FID/SCD. The percent sulfur for the VGO cut sterile control was 2.93% 
determined by XRF and 2.26% by GC/FID/SCD. 

Biodesulfurization Assays. Biodesulfurization were performed as growing cell assays. 
One ml, approximately 0.84 g, of artificially weathered and heat sterilized oil was treated in one 
liter of culture. Inocula were prepared from overnight cultures grown from single bacterial 
colonies in LB at room temperature (23OC) on a VWR Orbital shaker at 200 rpm. Cells were 
then pelleted in a Sorval centrifuge at 3000 x g in SS34 rotor at 4OC. The pellet was washed three 
times with one volume of 12 mM phosphate buffer (pH 7.0) previously chilled on ice for 30 
min. Cell pellets were resuspended in 1/10 the original culture volume of chilled phosphate 
buffer and used immediately for inoculation. Flasks were inoculated with 2 ml of the cell 
suspension per L medium. 

experiment also included a uninoculated negative control. VGO oils were incubated with shaking 
at 200 rpm for 5 and 7 days. The five day experiment included a positive control culture, 
inoculated and containing sulfate. The seven day experiment included a uninoculated negative 
control. Flasks were pH monitored at one to two day intervals and adjusted to pH 7.0 with IM 
phosphoric acid when the pH deviated by more than 1.0 pH unit. All assays were performed in 
duplicate. 

1% v/v dodecane in methylene chloride solution was added as an extraction standard. Each flask 
was then extracted 3X with 100 ml methylene chloride . The methylene chloride extracts were 
filtered through anhydrous sodium sulfate or calcium sulfate if water was apparent (i.e., a turbid 
solution was observed). The samples were then reduced to approximately 5 ml volumes under 
nitrogen. Samples were subsequently filtered through a 0.22 pm hydrophobic filter to remove 
turbidity (attributed to water condensate) appearing after volume reduction. For every liter of 
culture extracted, a 0.5 ml aliquot of decane/methylene chloride (0.742 g/IOO ml) was added to the 
filtered extracts as an injection volume standard. The solutions were then concentrated to 
approximately 1 .O ml. 

GC/FID/SCD Analysis. Gas Chromatography was performed on a Perkin-Elmer GC 
Autosystem (splitkplitless injector). Oregon Bash oil was chromatographed on a Supelco SPB- 
1 column (3Gm x 0.32mm, 0.25um film thickness). The temperature zones for the GC were as 
follows: injector and detector temperature 300OC, initial oven temperature 40OC for 1 minute, 
followed by a 4OC /minute temperature ramp to 300OC for a final IO minute hold. VGO was 
chromatographed on a Supelco SPB-1 column (15 m x 0.32mm, 4um film thickness). The 
temperature zones for the GC were as follows: injector temperature 275012, detector 
temperature 325OC, initial oven temperature 50OC for 1 minute, followed by a 5% /minute 
temperature ramp to 300% for a final 20 minute hold. Tandem Perkin-Elmer FID (flame 
ionization detection) and Sievers Instruments, model 355 SCD (sulfur chemiluminescence 
detection) detectors were used to determine sulfur concentrations in oil samples based on 
response factors of model compounds. For oils and standard mixtures, 1 p1 of sample was 
injected in duplicate and results averaged. 

Response factors for OB oil and VGO were estimated based on the averaged FID and 
SCD response factors for a number of model compounds. These compounds were chosen to 
represent some of the compounds found in the oils. The standards used for calibration of the 
FID detector were hexane, heptane, decane, dodecane, tetradecane, fluorene, carbazole, DBT 
sulfone, and 4,6 DEDBT. The sulfur compounds contained in this mixture were used to calibrate 
the SCD. Averaged response factors for sulfur (ngarea) and for carbon (mg/area) were calculated 
for the standard mixtures and the sulfidcarbon ratio calculated. This ratio was multiplied by the 
sulfur/carbon area of the oils to give ppm S .  A common baseline was drawn by the computer 
encompassing all area associated with the oil so that unresolved area characterized by a hump in 
the baseline was included in subsequent calculations. 

GC/FID area ratio of total carbon (minus standards) to dodecane extraction standard of control 
and treated samples. 

Sulfur K-edge X-ray absorption-edge spectroscopy. Sulfur K-edge X-ray absorption- 
edge spectroscopy was used to determine the effect of biodesulfurization on the remaining sulfur 
content of treated oils. This technioue allows for the evaluation of the chemical state of sulfur 

Duplicate cultures were incubated with shaking at 200 rpm for 4 days for OB oils. The 

Before extraction, cultures were brought to a pH of 1.0 with 1N HCI. A 0.5 ml aliquot of 

. 

The percent carbon loss for treated oils was determined as the difference behveen the 

i 

i 
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Stanford Synchrotron Radiation Laboratory. Reference compounds were run as powder films 
using electron yield detection, while oil samples were run as liquids using fluorescence detection2. 
Spectra of the oils were fitted to linear combinations of the spectra of reference compounds using 
least-squares non-linear optimization5. In general there is a trend toward higher absorbance 
energies in the order sulfidic, thiophenic, oxidized species (Fig. 1). 

organic sulfur compounds as reference compounds to represent the majority of sulfur types 
expected in treated and untreated oils. Fig. I shows the sulfur K-edge X-ray absorption spectra 
of these compounds. Although the individual spectra are quite distinct, different fit results were 
obtained with good fits using different constraints on the fit calculations. Consequently, the fits 
obtained using this method are used as indicators of the likely distribution of S compounds and 
are not considered highly accurate for specific species. 

RESULTS AND DISCUSSION 

resulted in a large reduction in sulfur containing compounds. The GC/SCD chromatograms for a 
sterile control and ECRD-I desulfurized oil show that sulfur components across the entire 
boiling range of the oil were effected (Fig. 2). The total sulfur removed was 35 (k 30% RSD). 
Examination of the GCffID profile (Fig. 3) revealed a reduction in the resolved peaks (n-alkanes) 
in the treated cultures. Loss of the straight chain hydrocarbons is attributed to degradation by 
ECRD-1 which is know to degrade these compounds. The loss of carbon in these samples was 
averaged 26% (+- 7% RSD). Taking into account the consumption of carbon, the reduction of 
sulfur the maximum sulfur removed is calculated to be 58%. 

Analysis of the oils by sulfur K-edge X-ray absorption-edge spectroscopy was 
performed to determine the effect of treatment on the remaining sulfur in the oil. The sulfur 
spectra of the treated, sterile control and original oils are shown in Fig. 4. The spectra of the 
weathered OB oil and the sterile control are virtually identical indicating no abiological effects 
occurred due to the culture conditions used. In contrast, the spectrum of the treated oil is 
markedly different, showing an increase in absorbance at approximately 2473 and 2477 eV. A 
shift in absorbance toward higher energies (eV) is characteristic of more oxidized sulfur species, 
(see Fig. I), indicating that a significant proportion of the sulfur compounds remaining in the oil 
contain sulfur in an oxidized form. 

small feature near 2480 eV was observed for both samples and is attributed to sulfate 
contaminating the graphite used for sample preparation. 

Vacuum Gas Oil. Cultures of ECRD-I grown on VGO as the sole sulfur source for five 
and seven days showed growth and sulfur reduction. The inoculated positive control containing 
sulfate also showed growth but no sulfur removal. The negative controls showed no growth. 
After incubation the concentration of sulfur in the VGO in the positive control and the sterile 
control cultures were equivalent, both approximately 2.3%. The lack of desulhization in the 
presence of sulfate is consistent with previous observations that sulfate represses the expression 
of desulfurization activity in ECRD-I (Table 2). The 7 day ECRD-1 cultures showed a 16% 
sulfur reduction as compared to only 7% forthe five day cultures. The difference in 
desulfurization levels demonstrates that additional desulfurization of VGO is achieved with 
extended incubation periods. However, in comparison to OB oil, VGO appears relatively more 
resistant to desulfurization by ECRD-I. 

absorbance at approximately 2477 eV in all treated samples (Fig. 5). This increase in absorbance 
is consistent with the production of oxidized sulfur compounds, albeit considerably less than 
that observed with the OB oil. No changes in the spectrum were observed for the culhre 
amended with sulfate (data not shown) corroborating the GC results and demonstrating that no 
detectable desulfurization activity occurred. Due to the relatively small change in the spectrum 
for the treated VGO the changes in oxidized species could not be meaningfully fit with model 
compounds. 

CONCLUSIONS 

distillate cut and a vacuum gas oil. Consumption of hydrocarbons could impact negatively on 
process economics. However, there is no indication that hydrocarbon degradation is tied to 
desulfurization. Hydrocarbon degradation activity could be eliminated through genetic 

The procedure employed to fit the oil spectra employed a fairly broad range of model 

Oregon Basin Oil. The desulfurization of OB oil ECRD-1 cultures grown for four days 

, 

Table 1 shows the best fit composition of sulfur forms in the sterile and treated oil. A 

Analysis of the treated VGO samples by X-ray spectroscopy showed an increase in 

This study has shown that ECRD-I can desulfurize complex sulfur found in a middle 



. 
Model compound 

2,5 Dimethylthiophene 
Benzyl sulfide 
Dimethylsulfoxide 
Dibenzothiophene sulfone 

t Relative % total S as this species 
Sterile control (2.0% S) ECRD-I treated (1.1% S) 

51 24 
47 18 

32 
24 

TABLE 2 
Sulfur Concentration in VGO Cultures 

I 
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Figure 1. Sulfur K-edge X-ray Absorption Spectra of reference compounds. 

Figure 2. GCISCD of slerile conlrol and treated Oregon Basin oil. 

Figure 3. GUFID of slerile control and treated Oregon Basin oil. 

lgure 4. Sulfur K-edgc X-ray ad;orplion-cdgc spectra of original. rlcrilc control and lrraled Oregon Basin Oil. 

I 
I 

770 



Figure 5. Sulfur K-edge X-ray Absorption spcclra of Vacuum Gns Oil slerilc conlml. posilive conlrol, and five 
aiid scvcn day ECRD-I lrcallncnt 
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ABSTRACT 
Thermal recovery processes are well established enhanced oil recovery techniques. At 
thermal recovery temperatures in the reservoir can reach 320OC. Under these specific 
conditions chemical reactions of the reservoir sulfate and hydrogen sulfide easily occur. 
The conditions at thermal recovery processes allow the thermochemical reduction of 
sulfate with hydrogen sulfide. In the presence of organic compounds these redox reactions 
lead to the formation of a variety of inorganic, as well as organic compounds in different 
oxidation states, including elemental sulfur. 
Object of these investigations was to study the thermal induced reactions of organic 
compounds in the presence of hydrogen sulfide and aqueous solutions of alkali metal- as 
well as alkaline-earth metal sulfates. n-Octane, n-hexadecane, and 2-octanone selected as 
representative organic compounds were allowed to react with the inorganic components in 
autoclaves at temperatures up to 32OOC under variation of the reaction time from 6 hrs. to 
500 hrs. The amount of reduced sulfate was estimated by quantitative determination of the 
residual sulfate in the aqueous layer after each reaction. The organic reaction products 
were identified by gas chromatography and G U M S .  

INTRODUCTION 
Thermal recovery processes are well established enhanced oil recovery techniques and 
widely applied for recovering heavy oil, heavy oil sands, and shale oil. At thermal 
recovery temperatures in the reservoirs can reach 320°C. Under these specific conditions 
decomposition reactions of organic sulfur compounds, which are already present in the 
crude oil, easily proceed. In addition, reactions of the reservoir sulfate and hydrogen 
sulfide (H2S) take place.[l] The conditions, occuning at thermal recovery processes allow 
the thermochemical reduction of sulfate with H2S. In the presence of organic compounds 
these redox reactions lead to the formation of a variety of inorganic and organic sulfur 
compounds in different oxidation states, including elemental sulfur (or its different 
radicals). The reduction is autocatalytic with respect to H2S. Increasing concentrations of 
elemental sulfur promptly cause its reaction with organic compounds of the crude oil, 
which consequently leads to the formation of organic sulfur compounds and HzS.[2-4] 
Thus, it is obvious that both, consumption and formation of H2S compete with each other. 
The net reaction can be given with eq. 1 : 

1 

, 

H S (low conc.) 
3 SO:- + 4 RCH, ' k 3 S z - + 4 C 0 ,  + 4 R H + 4 H 2 0  (1) P,T 

From eq. 1 it becomes evident that only a catalytic amount of H2S is necessary to initiate 
the thermochemical reduction of sulfate. It is known that H2S is very often present in the 
reservoir. It can be formed under fairly mild conditions by microbial reduction of 
sulfate.[5] Furthermore, H2S can be generated by the hydrolysis of inorganic compounds 
like pyrite, pyotite, and elemental sulfur. 
The pH-value plays an important part in the thermal reduction, since it has a significant 
influence on both, the formation and the reactivity of the inorganic sulfur compounds.[6] 
The pH-value is strongly controlled by the metal cation of the used sulfate solutions. 
The net reaction (eq.1) reveals that sour gas (COz + H2S) is formed. These compounds 
lead to severe problems at the recovery of crude oil, as well as at its manufacturing. 
Furthermore, the quality of the crude oil will be af€ected.[7] The changes in the 
composition of the hydrocarbons and heterocompounds due to aquathermolysis in the 
absence of sulfate and H2S are well described in literature.[S] However, only few details 



concerning the very complex thermochemical reduction of sulfate in the presence of H S  
and hydrocarbons are availabIe.[l,4,9] On the other hand, sulfate as an oxidizing agent for 
the synthesis of aromatic carboxylic acids, such as phthalic acids, has been earlier 
investigated.[lO] Moreover, formation of H2S fiom the reduction of gypsum has been 
subject of investigations.[ 1 I] 
Scope of our research is to better understand the above mentioned reactions and their 
influences on each other with respect to the different reaction products, which are formed, 
depending on the reaction time, the reaction temperature, and the employed educts. The 
reactions were carried out in the presence of aqueous solutions of metal sulfates; 
moreover, in every reaction only one defined aliphatic hydrocarbon was used sewing as a 
model compound; this was necessary to understand the complex reactions taking place. 

EXPERIMENTAL. 
The experiments were conducted using glass cylinders, which were installed in stainless 
steel autoclaves. In the case of the reactions with model compounds an aqueous solution 
of 20 mmol of the corresponding sulfate was used, whereas in the case of crude oil a 
solution containing 60 mmol of sulfate was employed. Autoclaves of 90 mI and 190 mI 
content, respectively, were used. Reactions with CaS04 were carried out in the presence 
of NaH2P04 (employed in the same molar ratio as CaS04). The starting pressure at 
ambient temperature was the steel cylinder pressure of H2S. The reactions were performed 
at temperatures between 200°C and 320"C, respectively (Tab.l). After given time 
intervals the autoclave was cooled to room temperature (RT). The organic layer was 
separated fiom the aqueous layer. The decrease of sulfate was determined by quantitative 
titration, according to the method of SCHONINGER.[l2] The pH-value of the aqueous 
phase was determined after the reaction at RT with a pH-meter equipped with a glass 
electrode. The organic layer was investigated by gas chromatography (GC) and the 
coupling of gas chromatography with mass spectrometry (GCMS). GC was performed 
using a Hewlett Packard Model 5890 Series Il instrument, equipped with a Hewlett 
Packard Flame Ionization Detector (FID) and a Hewlett Packard Flame Photometric 
Detector (FPD). The organic layer was analyzed by GCMS using a Hewlett Packard 5890 
A Series II GC coupled with a Hewlett Packard 5970 B Series MS Detector, using the 
same GC program as for the separation. Mass spectra were obtained by electron ionization 
at 70 eV. The injector system of the GCMS was a temperature programmable Injector 
System fiom Gerstel. The analytical conditions are given in Tab.2. Reactions in the 
presence of crude oil were worked up in the same manner. However, the recovered crude 
oil was extracted by liquid sulfur dioxide in order to enrich organic sulfur 
compounds.[l3] The enriched crude oil fiactions were investigated by GC (FID, FPD). 

RESULTS AND DISCUSSION 
In Tab. 1 the parameters of the performed reactions are summarized. To rule out artifacts 
and to make sure that sulfate dpes not react with the autoclave material, aqueous solutions 
of the investigated compounds were treated at elevated temperatures under helium or 
nitrogen pressure in stainless steel autoclaves without H2S (Tab. 1: 1-3). It could be proved 
that neither reduction of sulfate nor reaction of the organic compound takes place. Sulfate 
was recovered quantitatively, the organic compound unchanged. 
In Fig.1 the amount of reduced sulfate of the reaction of different metal sulfates in the 
presence of n-octane (Fig.1; according to Tab.1: 4, 6-9, 13-17, and 23, 24) is plotted vs. 
the temperature. In these experiments the reaction time was 72 hrs. It easily can be seen 
that the reduction rate is strongly controlled by both, reaction temperature and metal 
cation of the employed sulfate. To attain the same rate of reduction reactions of MgS04 
require higher temperatures than those of c&o&k+H2Po4. Generally, it can be seen fiom 
Fig. 1 that the rate of reduction strongly increases at temperatures higher than 250'12. The 
strong influence of the employed cation becomes evident by comparing the reactions of 
Na2S04 to those of Ah(SO&. In the case of sodium sulfate reduction is not as 
pronounced; after a reaction time of 500 hrs. only about 10Y0 of Na2S04 are reduced at 
3 2 0 T  (Tab. 1: 4, 5). In contrast, the reduction in the presence of aluminum ions already 
starts at 100°C and is almost quantitative at 2OOOC (Tab. 1: 22-24). 
In Fig.2 the amount of reduced sulfate of the reactions in the presence of n-octane is 
plotted vs. the reaction time (Fig.2; according to Tab.]: 4, 9-12, 17-21, 24, 25). In this 
case, the reaction temperature was 320°C. It can be seen fiom the plots of MgS04 and 
c&o4/Na&Po4 that the rate of reduction increases with increasing reaction time. It is 
reaching 97% within 144 hrs. for MgSQ; whereas for CaS04/NaH2P04 only 88% of the 
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sulfate is reduced within the same reaction time. This indicates that the reaction is con- 
trolled by the cation, too; this feature becomes very evident for the reactions of Alz(S04)3 
and Na2S04. In the presence of aluminum cations the reduction of sulfate proceeds very 
fast (see for example Tab. 1 : 25), whereas the reactivity is very low in the presence of 
sodium cations (Tab.1: 4,5). An explanation can be given with the pH-value. 
By comparison of the experiments 9, 26, and 27 (Tab. 1) it becomes evident that the rate 
of reduction of sulfate does not only depend on the reaction time and the reaction 
temperature; it is also influenced by the organic compound which is involved in the 
reaction. In the presence of n-octane 66% of the employed is reduced; whereas in 
the presence of n-hexadecane or 2-octanone the rate of reduction increases significantly to 
approximately 80%. 
Experiments 28 to 30 (Tab.l) confirm that in the presence of crude oil the rate of 
reduction of sulfate lies in a similar order of magnitude. 
Investigations of the organic layer reveal that preferably organic sulfur compounds are 
formed. A sirong influence of the employed metal salt on the distribution of the different 
newly formed organic compounds could be shown. Moreover, the reaction conditions, e.g. 
reaction temperature, as well as time are of main importance. 
In Figures 3 to 6 an example of the identification steps of the organic compounds is given. 
Fig.3 shows the FID chromatogram of the organic layer of reaction 9 (Tab. 1); in Fig.4 the 
corresponding FPD chromatogram is shown. The two chromatograms reveal that a lot of 
organic compounds are newly formed. In addition, the FPD chromatogram indicates that 
many organic sulfur compounds are generated. Most of these compounds can be assigned 
to mono-, as well as dialkylated thiophenes by GCMS. Moreover, a compound containing 
two sulfur atoms is observed; 2,2'-bithiophene could be made plausible. The ion 
chromatogram of the ion mass 11 1 is shown in Fig.5. It can be seen that a great number of 
different compounds is formed, the fiagmentation of which leads to ion mass 1 11. Mass 
11 1 is e.g. specific for dialkylated thiophenes containing at least one methylgroup as ring 
substituent. By comparing the single mass spectm of the total ion current to literature data 
a specification of 2,5- and 2-akylsubstituted thiophenes becomes possible. Fig.6 shows 
one specific example for a typical mass spectrum; it could be shown that 2-ethyl-5- 
methyltbiophene corresponds to this particular spectrum. 
The tentative overall reaction is shown in Scheme 1. It can be assumed that at the 
reduction of sulfate sulfur radicals are generated; these radicals subsequently react with n- 
alkanes as shown in Scheme la  and lb, respectively: 

Scheme 1 

A series of insertion reactions of sulfur into carbon hydrogen bonds of the alkane, 
followed by a condensation reaction in the 2,5-position, as well as in the 1,4-position of 
the alkane lead to ring closure. Thus, 2,5-substituted and 2-substituted tetrahydro- 
thiophene derivatives are formed. Under elimination of H2S cyclisation may proceed as 
@own in Scheme la  or lb. The thus formed tetrahydrothiophene derivatives react in a 
cascade of sulfur insertion, as well as H2S elimination steps to form the corresponding 
thiophenes. 
In addition, other than sulfur containing compounds are formed, too. Some of these could 
be identified by GCMS as ketones, e.g. 2-, 3-, and 4-octanone and aromatic compounds, 
like benzene and ethylbenzene. 
Some of the reaction products of experiments 9, 26, and 27 (Tab.l) are identified 
following published sources [14] and are summarized in Tab.3. The formation of typical 



classes of organic compounds, such as substituted thiophenes, ketones and aromatic com- 
pounds is clearly indicated. 
Furthermore, the GC- and GCMS-spectra reveal a successive degrahtion of the alkyl 
substituents with increasing reaction time and increasing reaction temperature; a tentative 
overall reaction is already given elsewhere.[4] 

CONCLUSIONS 
In autoclave experiments the thermal reduction of sulfate in the presence of small amounts 
of H2S and aliphatic organic compounds leads to the formation of a great number of 
organic compounds; many of these contain sulfur as a heteroatom. Alkyl substituted 
thiophenes are formed in substantial amounts. Evidence is given that the degradation of 
the alkyl substituents proceeds to form carbon dioxide. 
The results of these investigations demonstrate that the conditions at thermal recovery of 
crude oil are responsible for thermochemical reduction of sulfate. This reaction is 
catalyzed by H2S. Inorganic sulfur compounds in different oxidation states, such as 
elemental sulfur are formed and react with hydrocarbons of the reservoir. These reactions 
lead to the formation of typical types of organic compounds, such as alkyl substituted 
thiophenes, ketones, and aromatic compounds, respectively. Thus, at thermal recovery a 
rapid alteration of crude oil becomes possible and subsequently has a main impact on the 
quality of the recovered crude oil, as well as f4e quality of the reservoir. 

We thank the Fond der Chemischen Industrie for financial support. T.D. thanks the 
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Table 1. Parameters of the Reactions 

No. sulfate organic pressure temperature 
[20 mmol] compounds [bar] [“CI 

162 350 
[5  4 

1 (NH4kso4 __  
2 MgS04 octane -- 320 
3 Cas04 toluol -- 290 
4 NazS04 octane 126 320 
5 NazS04 octane 145 320 
6 MgSO4 octane 74 250 
7 MgSO4 octane 90 270 
8 MgSO4 octane 124 300 
9 MgSO4 octane 156 320 

10 MgSO4 octane -- 320 
I 1  MgSO4 octane -- 320 
12 MgSO, octane -- 320 
13 Cas04 octane 39 200 
14 Cas04 octane -- 250 
15 Cas04 octane -- 270 

17 Cas04 octane 178 320 
18 Cas04 octane 159 320 
19 CaS04 octane -- 320 
20 CaS04 octane 188 320 
21 Cas04 octane 174 320 
22 Al~(S04), octane 23 100 

24 Alz(SO4)p octane 160 320 

16 Cas04 octane -- 290 

23 &(s04h octane 44 200 

25 Al2(S04)3 octane -- 320 
26 MgSO4 hexadecane -- 320 
27 MgSO4 2-octanone -- 320 

29 Cas04 crudeoil* -- 270 
30 Cas04 crudeoil* -- 320 

28 MgSO4 crudeoil* 101 290 

*: 30 g crude oil; 60 mmol ofthe corresponding sulfate 

time 
[hl 

46 
72 

288 
72 

500 
72 
72 
72 
72 
24 
48 

144 
72 
72 
72 
12 
12 
9 

36 
144 
288 
72 
72 
72 
6 

72 
72 
72 
72 
72 

reduction 
[%I 
none 
none 
none 

3 
11 
4 
6 

41 
66 
27 
37 
97 

none 
22 
46 
76 
83 
54 
77 
88 
89 
10 
96 
99 
98 
83 
79 
34 
31 
83 

pH-value 
(after the 
reaction) 

7.0 
7.0 
5.0 
7.5 
7.5 
6.3 
6.1 
6.7 
6.8 
6.8 
6.8 
6.5 
2.9 
3.8 
3.6 
5.5 
6.2 
4.6 
6. I 
6.6 
7.3 
3.4 
3.5 
4.1 
3.6 
6.4 
6.6 
7.1 

6.0 
_ _  

Table 2a. 

Injector temperature (“C) 280 
FID temperature (“C) 330 
FPD temperature (“C) 250 
Gc column 

carrier gas Helium 
carrier gas flow (mvmin.) 1 
Sample size (PI) 1 
Split 1:35 
Initial oven temp. (“C) 35 
Initial hold (h.1 5 
Program rate (“C/min.) 5 

Final hold ( h . 1  10 

Analytical Data of GC 

DB 5,30 mx 0.25 mm, 
film thickness 0.25 pm 

Final oven temp. (“C) 310 

Table 2b. Analytical Data of GC/MS 

Initial Injector temp. (“C) 40 
Program rate (“Us) 12 
Final Injector temp. (“C) 300 
Final hold (min.) 10 
Purge time (h.) 5 
GCMS column 

Carrier gas Helium 

Sample size (PI) 0.15 

DB 1,30 m x 0.25 mm, 
film thickness 0.25 pm 

Carrier gas flow (dmin . )  1 

Initial oven temp. (“C) 35 
Initial hold (min.) 5 
Program rate (“C/min.) 5 

Final hold ( h . 1  10 
Fmal oven temp. (“C) 310 
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Table 3. Products of Reactions at 32OOC for 72 hrs. (Tab. 1: 9,26,27) 

Products from n-octane Products from n-hexadecane Products &om 2-octanone 

1. 2-Methyltetrahydro-t. 
2. Ethylbenzene 
3. 2-Ethylthiophene 
4. 2,s-Dimethylthiophene 
5 .  0-Xylene 
6. 2-Propylthiophene 
7. 2-Ethyl-5-methyl-t. 
8. 4-Octanone 
9. 3-Octanone 
10. 2-Octanone 
11. 2-Methyl-5-propyl-t. 
12.2-Butylthiophene 
13. 2,ZBithiophene 

1. 2-Methylthiophene 
2. 2-Methyltetrahydro-t. 
3. 2-Ethylthiophene 
4. 2,s-Dimethylthiophene 
5 .  2-Propylthiophene 
6. 2-Ethyl-5-methyl-t. 

8. Benzo[b]thiophene 
9. 3-Hexadecanone 
10.2-Heptyl-5-pentyl-t. 

12. 2-Nonyl-5-propyl-t. 

14. 2-Methyl-5-undecyl-t. 
15.2-Dodecylthiophene 

7. 2-Methyl-~0pyl-t. 

11. 2-Butyl-5-owl-t. 

13. 2-De~yl-5-ethyl-t. 

1. Heptane 
2. 2-Methylthiophene 
3. 1-Ethyl-2-methyl- 

cyclopentane 
4. Octene 
5 .  Ethylbenzene 
6. 2-Ethylthiophene 
7. 2,s-Dimethylthiophene 
8. o-Xylene 

10. 2,s-Diethylthiophene 
11. 2-Methyl-5-propyl-t. 
12. 2-Butyltetrahydro-t. 
13. Benzo[b]thiophen 

9. 1-Ethyl-5-Methyl4 

t.: abbreviation for thiophene 

Figure 1. Influence of Temperature and Cation.on the Reduction of Sulfate (t = 72 hrs.) 

100- . 
60 

40 

20 

0 
-A- MgS04 
-0- CaSO, A 

O l . ,  . I .  I . = ,  . , . , . , . 
0 20 40 60 EO 100 120 140 

reaction time [h] 

Figure 2. Influence of Reaction Time and Cation on the Reduction of Sulfate (T = 32OOC) 
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Figure 3. FID Chromatogram of the Reaction of MgSO&S/Octane at 320°C (Tab.1: 9) 
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5 10 15 20 25 time [min.] 
Figure 4. FPD Chromatogram of the Reaction of MgS0&12S/Octane at 320°C (Tab.1: 9) 

Figure 5. Ion Chromatogram of Ion 111.00 amu. 

40 60 80 100 masdcharge 
Figure 6. One (Peak Maximum) Scan of Compound X in Fig. 5 
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HYDROGEN FROM BIOMASS VIA FAST PYROLYSIS AND CATALYTIC STEAM 
REFORMING 

D. Wang, S. Czemik, D. Montan&', M. Mann, and E. Chome6 
National Renewable Energy Laboratory (NREL) 

Golden, CO 80401-3303 
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Keywords: Hydrogen production, biomass, catalytic steam reforming 

ABSTRACT 
Fast pyrolysis transforms biomass into "bio-oil", with yields as high as 75-80 wt.% of the 
anhydrous biomass. This bio-oil is a mixture of aldehydes, alcohols, acids, oligomers from the 
constitutive carbohydrates and lignin, and some water from the dehydration reactions. Tests 
performed using a microreactor interfaced with a molecular beam mass spectrometer and a bench- 
scale, ked bed reactor have demonstrated near stoichiometric hydrogen yields from steam 
reforming of the biwoil aqueous fraction obtained after precipitation and separation of the lignin- 
derived oxyaromatics. Reforming of the aqueous fraction required proper dispersion of the liquid 
to avoid vapor-phase carbonization of the feed in the inlet to the reactor. A spraying nozzle 
injector has been designed and successfully tested. We will present and discuss the process 
developed for the pyrolysis and reforming operations and some preliminary product cost 
estimates. The economics of the process is favored when the separated ligninderived 
oxyaromatics are converted to valuable co-products and the aqueous fraction of the bio-oil is used 
for hydrogen production. 

INTRODUCTION 
Although renewable lignocellulosic biomass has been considered as a potential feedstock for 
gasification to produce syngas, the economics of current processes favor the use of hydrocarbons 
(natural gas, C2-Cs, and naphtha) and inexpensive coal. An alternative approach to the 
production of Hz from biomass is fast pyrolysis of biomass to generate a liquid product (also 
known as bio-oil) and catalytic steam reforming of the oil or its fractions. This latter approach 
has the potential to be cost competitive with the current commercial processes for hydrogen 
production. The yield of bio-oil can be as high as 75-80 wt.% of the anhydrous biomass. 

Bio-oil is a mixture of aldehydes, alcohols, acids, oligomers from the constitutive carbohydrates 
and lignin, and some water from the dehydration reactions. The overall steam reforming reaction t 

I . of bio-oil (or any oxygenate with a chemical formula of C,,H,,,g), is given by: 

(1) 
The stoichiometric yield of hydrogen is 2+d2n-Wn moles per mole of carbon in the feed, and Wn 

C, HmOk + (2n-k) H20 = n COz + (2n + d2-k)  Hz 
I 

7 is usually in the fractions for the aromatic phenolics from lignin, while Wn is close to 1 for most 
carbohydrate-derived products such as sugars. In contrast to producer gas, bio-oil is easily 
transportable. Thus, the two key process steps, pyrolysis and reforming, can be carried out 
independently at different locations. This' allows to minimize the costs of feedstock, 
transportation, and product (H2) distribution. In this paper, we describe results on catalytic 
steam reforming of oxygenates. Tests performed using a mimreactor interfaced with a molecular 
beam mass spectrometer and a bench-scale, fixed bed reactor have demonstrated near 
stoichiometric hydrogen yields from the bio-oil aqueous fraction obtained after precipitation and 
separation of the ligninderived oxyaromatics. We will also present results of preliminary 
economic analysis on this process, which also produces a valuable co-product (ligninderived 
oxyaromatics). 

EXPERIMENTAL 
Tests were carried out in two systems: a microreactor coupled to a molecular-beam mass 
spectrometer (MBMS) and a bench-scale fixed bed unit. Both systems have been described in 
detail in our previous work.'.' The mimreactor was housed in a tubular furnace with four 
independently controlled temperature zones. The dual bed contigumtion of this reactor enabled 
us to study either the differences between thermolysis and catalysis or to compare the 
performances of two catalysts under the same temperature conditions. Gaseous products at the 
exit of the microreactor are sampled in real-time through a supersonic, h - j e t  expansion nozzle. 

' On leave fiom Univnsitat Rovira i Virgili. Departammt d'Enginycria Qulmica, Autovia de Mou S/N. Tanagon& 

* Also afliliatcd with Univmit6 de Sberbmoke, S h h k e ,  Qurbec. Canada, JIK-2R1 
43006 Spain. 

779 



This expamion cools the reaction products and forms a molecular beam that is ionized and 
analyzed by a quadrupole mass spectrometer. 

The bench-scale reactor is a stainless steel tube (1.65 cm id x 42.6 CITI lengtll) housed in a tubular 
furnace equipped with three independently controlled heating zones. The reactor was packed 
with about 100 g of a commercial, nickel-based catalyst (particle size: 2.44.0 mm). Most studies 
were carried out using the UCI G-90C catalyst and a dual-catalyst bed of 46-1 and 46-4 from IC1 
Katalco. Steam was generated in a boiler and superheated. The organic feed from a diaphragm 
metering pump was sprayed using Nz and mixed with superheated steam in a hiple nozzle 
injector. Products exiting the reactor were passed through a condenser. The condensate (just 
water in most cases) weight, volume and compositions of the permanent gas output were 
recorded periodically. An on-line IR gas analyzer was used to monitor CO/COz concentrations 
and a MTI-QUAD GC was used to measure concentrations of Hz, Nz. 02, CO, COz, Cb, and 
other light hydrocarbons. The reformer system was interfaced with a computer to monitor 
temperatures and other important parameters. All materials used were obtained from commercial 
suppliers, except the bio-oil and its aqueous fraction that were prepared at NREL. 

RESULTS AND DISCUSSION 
Rapid Screening Studies. The goal of these experiments was to demonstrate the high efficiency of 
catalytic steam reforming as a method for conversion of bio-oil to hydrogen, with specific 
objectives to evaluate and select best catalysts and operating conditions, and to gain mechanistic 
insight into the chemistry involved in the steam reforming reactions of oxygenates. A series of 
model oxygen-containing compounds, biomass and its main components (cellulose, xylan, and 
lignin), and bio-oil and its various hctions were screened under.identical conditions using a 
commercial catalyst, G-90C, from United Catalyst Inc. (UCI). We also tested a number of 
research and commercial steam reforming catalysts and a WGS catalyst and determined HZ yields 
using four model compounds (methanol, acetic acid, an aqueous solution of 
hydroxyacetaldehyde, and a methanol solution of 4-allyl-2,6-dimethoxyphenol) under the same 
operating conditions. All of the catalysts tested were capable of reforming the model compounds 
and high conversions (>99%) were observed The H2 yields for all catalysts and model 
compounds were high, averaging 90% (+So/,) of the stoichiometric. Within our experimental error 
limit, there is no clear indication of one catalyst being better than the others. Among the most 
important parameters for steam reforming are catalyst bed temperaturefl), molar steam-to- 
carbon ratio (S/C), gas hourly space velocity (G,,HSV), and residence time (t. calculated from the 
void volume of the catalyst bed divided by the total flow rate of gases at the inlet of the reactor; 
void fraction = 0.4). Temperature was found to have the most profound effect on steam 
reforming reactions. Within experimental m r  limits, varying residence time from 0.04 to 0.15 s 
and increasing S/C from 4.5 to 7.5 showed no significant effects on the yield of hydrogen under 
the conditions of 600'C and GHSV (gas hourly space velocity, on CI basis) = 1680 h-I; however, 
this affected the yield of CI& 

From these rapid screening studies of various classes of model oxygenate compounds, we found 
that steam reforming of oxygenates generally involves a significant competition from the 
decomposition owing to thermally-induced cracking prior to entering the catalyst bed and the 
acid-catalyzed reactions at the acidic sites of the catalyst support. These competing thermal 
decomposition reactions may result in the formation of carbonaceous materials (coke), blocking 
the reactor and even deactivating the catalyst This calls for.specia1 emphasis on how to feed bio- 
oil or its fractions into the reactor. However, a complete conversion of both the oxygenate feed 
and its decomposition products to hydrogen can be achieved with commercial Ni-based catalysts 
under reasonable operating conditions, if char formation prior to reaching the catalyst bed and 
coking on the catalyst can be eliminated, or at least controlled. 

Bench-Scale Tests. Tests at the bench-scale level were conducted to obtain the global and 
elemental mass balances and the carbon-to-gas conversion, to quantify the distribution of gas 
pmducts under Conditions of complete conversion of the pyrolysis oil feedstock. and to study 
catalyst lifetime and regeneration. We used both model compounds (methanol, acetic acid, 
syringol and m-cresol, both separately and in mixtures) and real bio-oil (its aqueous fraction), and 
representative results are listed in Table 1. Profiles of the output gas composition are shown for 
the 3-component mixture in Figure 1 and for the poplar oil aqueous fraction in Figure 2. The 
fouowing discussions are focused on the reforming of a 3-component mbthlre and a bio-oil 
aqueous finction. 

, 
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The three-component mixture contained 67% acetic acid, 16% m-cresol, and 16% syringol. Its 
composition was close to the proportions of the carbohydrate fraction and the lignin fraction in 
bio-oil. We observed some coke deposifs on the top portion of the UCI G-90C catalyst bed. The 
overall mass balance (carbon, hydrogen, and oxygen) was 99% and the carbon conversion to gas 
was 96% (Table I). The other catalyst tested for steam reforming of the 3-component mixture 
was the 46-series from IC1 Katalco (46-1/46-4). This dual catalyst bed is used in commercial 
naphtha reforming plants to reduce coke formation and extend catalyst lifetime. It showed an 
excellent and steady performance without any coke deposition on the catalyst. The gas 
composition (Figure I)  remained constant throughout the whole run. The overall mass balance 
(including carbon, hydrogen, and oxygen) was 104%. and for carbon 105%. indicating that there 
may be a systematic error in our measurement. An excellent hydrogen yield of 86% was 
obtained, and the total hydrogen potential may be as high as 98% with a second water-gas shift 
reactor. These results confirm that both the UCI G-90C and especially the IC1 46-series 
catalysts can efficiently convert oxygenates to hydrogen. 

Steam reforming of bio-oil or its fractions was found to be more difficult than that of model 
compounds. The main problem that needed to be solved was feeding the oil to the reactor. Bio- 
oil cannot be totally vaporized; significant amounts of residual solids are often formed that block 
the feeding line and the reactor. Thus, the simple injection system used for model compounds 
had to be modified to allow spraying bio-oil and its fractions in to the catalytic reactor without 
prior char formation. 

A poplar oil generated in the NREL vortex reactor system was extracted using ethyl acetate (EA) 
and warn (weight ratios of 1:l:l for 0il:EA:water). The resulting aqueous fraction (55% of the 
whole oil) contained 25% organics and 75% water. It was successfully fed to the reactor using a 
triple-nozzle spraying system with minimal accumulation of char in the reactor inlet. A large. 
excess of steam (S/C = 20-30) was used, together with a high flow rate of nitrogen, to allow for 
proper oil dispersion and heat transfer required to maintain a sufficiently high temperature 
(>SOO"C) at the reactor entrance. A portion of water and other volatiles in the sprayed droplets 
evaporate during mixing with the superheated steam and the remaining will contact the catalyst 
surface directly. The IC1 46-series catalysts performed satisfactorily with no coke formation. 
We observed a stable gas production rate and composition throughout the whole 4-hour-long 
experiment (Figure 2). 

The carbon conversion of the aqueous fraction to gas products was almost quantitative in both 
runs that used the same catalyst bed (Table I). We observed similar levels of mass balances as in 
the experiments using model compounds: global 99%, carbon 105%, and hydrogen 97%. The 
methane concentration (with N2 excluded) increased from 0.56% in the fmt run (2 h, W.03 s) to 
2.2% in the second run (4 h, M . 0 2  s), and both values were much higher than that (0.01%) 
obtained from the 3-component model compound mixture (17 h, H . 0 9  s). This was likely 
caused by the shorter residence time forced by the large flow rate of steam and nitrogen used in 
the experiment. 

Process Design and Preliminary Economics. In the process being evaluated, bio-oil generated 
from fluid bed pyrolysis of biomass will be refined through a separation step (using water and 
ethyl acetate) to recover an oxyaromatic coproduct which will be used as a phenolic substitute in 
resin formulations. The remaining aqueous fraction will be catalytically steam reformed to 
produce hydrogen, using a process based on that used for natural gas reforming. Because of the 
low sulfur content of biomass and bio-oil, a sulfur removal system is not likely to be rq; i rea  
Also, according to thermodynamic simulations and the screening results, a temperature reformer 
ramping up to 7OO0-750'C (which is lower than 825"-9OO0C required for reforming natural gas) 
will be needed. The ratio of steam to oil will be determined by experimental results and economic 
optimization; it will be in the 5 to 7 range, based on the literature and experimental data already 
obtained Laboratory experiments will provide the basis for the choice of the most suitable 
catalyst and reactor configuration; the base case will use a fixed-bed catalytic reactor. A pressure 
swing adsorption unit will be used to purify the Hz produced. 

A feasibility analysis was performed on this process to determine if the process could have 
economic viability and specify areas where research will help to lower the production cost3 
Both laboratory data and standard process data, where applicable, were used. Although this 
analysis is not of design quality, it does provide useful information on this research project 
before scale-up and commercialization. The capital investment of the pyrolysis plant was taken 
from Bec!unan and Graham! Biomass was considered available at a cost of $25/dry tonne. A 
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15% internal rate of retum was assumed for both the pyrolysis and reforming facilities. The 
phenolics substitute coproduct was assumed to be sold for SO.44kg. a fraction of the selling price 
of phenol. Steam is produced through heat integration and is be sold as a by-product. 

For our conceptual process, the cost of hydrogen has been estimated to be $7.70/GJ for the base 
case (production capacity: 35.5 tonne of hydrogen per day), falling within the range of the 
current selling price of Ht in industry ($5-14/GJ). Several parameters (for instance, a lower cost 
for biomass) can lower this price to $3-5/GJ.3 The process can also sustain large changes in 
coproduct selling price, capital cost, and hydrogen production capacity before the hydrogen 
becomes more expensive than current markets will allow. 

CONCLUSIONS 
Reforming biomass-derived oxygenates appears to be possible using available Ni-based catalysts. 
It involves both thermal decomposition of the labile oxygenates and the catalyhc steam reforming 
of the starting material and its decomposition products. At least 80% of the theoretical maximum 
hydrogen yield has already been obtained. The excess steam can be reduced to achieve SIC on the 
order of 5-10, as in cases of natural gas and naphtha reforming, by modification of reactor design. 
Fast pyrolysis followed by reforming represents a credible alternative to gasification with the 
following advantages: no oxygen is needed, a co-product strategy is possible; a regionalized 
system of production units coupled to a central reformer offers greater flexibility. Low biomass 
costs are required to produce hydrogen economically since feedstock cost is a significant 
component of the production cost. Co-products from the pyrolysis oil favor the economics. 
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Figure 2. Composition of gaseous products during the steam reforming of a bio-oil aqueous 
fraction using the IC1 46-series catalyst. 
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